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Summary  This dissertation is a theoretical study of the effects of drive and dissipation in systems of quantum optics and circuit quantum electrodynamics. By confining photons to a small mode volume it is possible to enhance their coupling to matter degrees of freedom, generating composite light-matter quantum systems. Such systems are subject to dissipation,
both from escaping photons and relaxation of the matter degrees of freedom, leading to out-of-equilibrium effects.

While many of the fundamental concepts in this field were conceived in the context of atoms interacting with light, recent progress in engineering, manufacturing and controlling superconducting qubits embedded in on-chip resonators has opened a promising avenue for testing quantum optical models. Here, we study the effects of dissipation in two such models: The Jaynes-Cummings Hubbard model describing a lattice of coupled cavities containing two-level systems; and the dephasing dominated coupling of multiple two-level systems in a cavity.

The Jaynes-Cummings Hubbard model is studied out of equilibrium by applying a numerical mean-field decoupling approach. Analytical models are derived in appropriate limits, and Keldysh non-equilibrium path integrals as well as time-evolving block decimation calculations are used in order to explore effects beyond mean-field theory. The particular focus of this work is on the coherent photon field and photon fluctuations — both of which are experimentally accessible.

Motivated by recent experiments, this work also studies the effects of non-trivial \((1/f)\) noise on multiple two-level systems coupled strongly to a single cavity mode. By performing a perturbative Bloch-Redfield calculation it is shown that unexpected narrowing of the collective Rabi peaks occurs when the dissipation has a strong dephasing component.
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The interaction of light and matter is an established \cite{1,2}, yet still active field of research. By confining photons to a small mode volume, it is possible to study the quantum mechanics of composite light-matter systems. Although a great deal of experimental effort has gone into minimising dissipation, that is relaxation and decoherence of the matter part and the escape of photons, quantum optical systems are still fundamentally dissipative and hence display non-equilibrium physics.

This dissertation studies two aspects of the open system character of quantum optics: First we study the coherence properties and fluctuations of a lattice model of optical cavities containing two-level systems, the Jaynes-Cummings Hubbard Model. We apply mean-field, non-equilibrium Keldysh and time-dependent density matrix renormalisation group calculations in order to explore the relevant quantities in different limits. Secondly we investigate the seemingly simpler system of several two-level systems coupled to a single photon mode. Motivated by experimental results on qubits in microwave resonators, we study the effect of $1/f$ noise dephasing the two-level systems. These non-trivial fluctuations show the strong coupling nature of the quantum optical system with clear signatures in the optical transmission spectra.

While many of the fundamental concepts in this field were conceived in the context of atoms interacting with light, recent progress in engineering, manufacturing and controlling superconducting qubits embedded in on-chip resonators has opened a promising avenue for testing quantum optical models. We will therefore also review the key aspects of qubit design and experiments on microwave resonators.
Part I

Introduction
Chapter 1

General Introduction and Background

One of the most interesting topics of current research is the interface of condensed matter physics and quantum optics. While the former studies the properties of large composite systems with interactions between their constituents, particularly in thermodynamic equilibrium, the latter concerns itself with the interaction of small quantum objects and photons. It studies open, inherently non-equilibrium systems.

The interface of these two seemingly different fields — building large condensed matter systems out of quantum optical components, or equivalently constructing macroscopically large quantum optical systems — is where many interesting phenomena may be studied. What effects of each of the fields survive as one crosses over into the other? Where and how might one observe these effects experimentally?

The latter question is partially answered by the advent of superconducting qubits that couple strongly to on-chip microwave cavities. The necessary building blocks now exist and are just getting reliable enough. This leaves the theoretical understanding to be built up, which this thesis attempts to contribute to.

We will fundamentally address two questions:

1. The Jaynes-Cummings-Hubbard model [6], which describes a lattice of
coupled cavities containing a two-level system each, has been studied in detail in thermal equilibrium. What happens if drive and dissipation are added to the model?

2. In strongly coupled light-matter systems, in particular in the context of superconducting qubits in a solid state environment, the role of dissipation may be a complex one \cite{7,8}. What happens if a strongly coupled light-matter system experiences frequency-dependent noise?

We start by introducing the relevant concepts and tools necessary to understand existing work in Part I before attempting to answer these questions.

In Part II we will investigate the collective behaviour of the Jaynes-Cummings-Hubbard model out of equilibrium. Part III studies the effect of noise on strongly coupled quantum optical systems. In order to understand both, we will review the quantisation of the electromagnetic field; the simplest of quantum optical models, the Jaynes-Cummings model; and the relevant concepts and quantities necessary to study the quantum mechanics of the systems we are interested in. We will also summarise existing tools and results about open quantum systems; and possible experimental realisations. Part I introduces the relevant concepts and reviews existing work. Parts II and III contain the original work presented in this thesis.

1.1 Quantum Optics

1.1.1 Quantising the Electromagnetic Field

Quantum optics studies the interaction of quantum mechanical light and matter, which requires a way to quantise light fields. Starting from the classical electromagnetic vector potential \( \mathbf{A}(\mathbf{r}, t) \), we briefly review the quantisation of electromagnetism in free space, following \cite{9}.

In the Coulomb gauge \( \nabla \cdot \mathbf{A}(\mathbf{r}, t) = 0 \), the wave equation

\[
\nabla^2 \mathbf{A}(\mathbf{r}, t) = \frac{1}{c^2} \partial_t^2 \mathbf{A}(\mathbf{r}, t)
\]  

(1.1)
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can be re-phrased as an ordinary differential equation by Fourier transformation

\[ \left( \nabla^2 + \frac{\omega_k^2}{c^2} \right) u_k(r) = 0 \]  \hspace{1cm} (1.2)

\[ A(r, t) = A^+(r, t) + A^-(r, t) \]  \hspace{1cm} (1.3)

\[ A^+(r, t) = \sum_k c_k u_k(r) e^{-i\omega_k t}. \]  \hspace{1cm} (1.4)

c\_k are the Fourier components, the mode functions \( u_k(r) \) are orthonormal
and one may re-cast the full vector potential in the form

\[ A(r, t) = \sum_k \sqrt{\frac{\hbar}{2\omega_k \epsilon_0}} \left( a_k u_k(r) e^{-i\omega_k t} + a_k^* u_k^*(r) e^{i\omega_k t} \right). \]  \hspace{1cm} (1.5)

By imposing bosonic commutation relations \([a_k, a_k^\dagger] = 1\) for the Fourier components, the Hamiltonian \( H = \frac{1}{2} \int \! d\mathbf{r} \left( \epsilon_0 \mathbf{E}^2 + \mu_0 \mathbf{H}^2 \right) \) can be re-written in terms of photon creation and annihilation operators as

\[ H = \sum_k \hbar \omega_k \left( a_k^\dagger a_k + \frac{1}{2} \right). \]  \hspace{1cm} (1.6)

The two most common representations of photon states follow immediately from this quantisation procedure. The most obvious basis, in which photon states may be expressed, is the set of number or Fock states. The Fock state \( |n_k\rangle \) contains \( n_k \) photons in mode \( k \),

\[ |n_k\rangle = \frac{(a_k^\dagger)^{n_k}}{\sqrt{n_k!}} |0\rangle. \]  \hspace{1cm} (1.7)

As Fock states contain a fixed (usually small) number of photons, these are very quantum mechanical states with a large uncertainty in phase. By combining all number states in the form of a Poisson distribution, the joint uncertainty in phase and number can be minimised (corresponding to the limiting
case of the uncertainty principle\(^1\), giving the coherent state description

\[ |\alpha\rangle = e^{-|\alpha|^2/2} \sum_n \frac{\alpha^n}{\sqrt{n!}} |n\rangle. \tag{1.8} \]

These are the most classical states.

Interactions between light and matter may be added to this description by postulating a minimum coupling Hamiltonian \( \frac{1}{2m}(p - qA)^2 \) and re-writing the linear term \( \propto p \cdot A \) in terms of a dipole operator. Using a dipole approximation and neglecting quadratic terms in \( A \) for small values of the field, this gives rise to the famous Jaynes-Cummings model, which is described in many standard texts. We will, however, arrive at this model in the context of circuit quantum electrodynamics as described in Chapter 2.2.

1.1.2 Photon Statistics and Phenomena

Photon Bunching and Anti-Bunching

One of the most interesting questions one may ask about quantised light is that of correlations between photons. These are expressed through correlation functions such as the normalised second-order correlation function (see, e.g. \[9\])

\[ g^{(2)}(t = 0) = \frac{\langle a^\dagger a^\dagger aa \rangle}{\sqrt{\langle a^\dagger a \rangle \langle a^\dagger a \rangle}} \]

\[ = 1 + \frac{\sigma^2 - \langle n \rangle}{\langle n \rangle^2} \tag{1.10} \]

where \( \sigma^2 \) is the variance of the photon distribution and \( \langle n \rangle \) is the mean. \( t = 0 \) indicates that we are studying the correlations between photons at the same point in time.

It is thus clear that there are fundamentally two different regimes: 1. When the variance is larger than the mean, \( g^{(2)} > 1 \). This corresponds to

\(^1\)The limiting case of the uncertainty principle is realised by a set of so-called squeezed states that are formed by deforming the phase space distribution of the coherent state while preserving the uncertainty.
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situations found in classical electrodynamics. 2. When the variance in photon number is smaller than the mean, $0 \leq g^{(2)} < 1$, and the light is quantum mechanical; this situation cannot be achieved with purely classical light. The coherent state with $g^{(2)} = 1$ forms the boundary between these two regimes and is the most quantum mechanical of classical states (or equivalently the most classical of the quantum mechanical states).

In the case where $g^{(2)} > 1$, we speak of ‘bunching’. This term is based on the observation of the correlated emission of photons where the detection of a single photon makes it more likely to detect another one at the same time. When $g^{(2)} < 1$ (‘anti-bunching’) the detection of a photon makes a second detection less likely.

The Quantum Regression Theorem

In addition to $g^{(2)}$, we will be interested in the spectral information of quantum optical systems contained in the Fourier transform of the correlation function $\langle a(t) a(0) \rangle$. The Quantum Regression Theorem \cite{10, 11} provides a convenient way of simplifying the calculation of such correlation functions.

Given a two-time correlation function $\langle B(t) A(0) \rangle$ between two operators $A$ and $B$, we can perform cyclic permutations of operators under the trace. Noting that system operators only act on the system Hilbert space, and defining the unitary time evolution operators $U(t)$, $U(t)^\dagger$, we find that

$$
\langle B(t) A(0) \rangle = \text{tr}_S \text{tr}_R \left( U(t)^\dagger B(0) U(t) A(0) \rho_S(0) \otimes \rho_R(0) \right) \quad (1.11)
$$

$$
= \text{tr}_S \text{tr}_R \left( B(0) U(t) A(0) \rho_S(0) \otimes \rho_R(0) U(t)^\dagger \right) \quad (1.12)
$$

$$
= \text{tr}_S \left( B(0) \text{tr}_R \left( [A(0) \rho_S(0)](t) \otimes \rho_R(t) \right) \right) \quad (1.13)
$$

$$
= \text{tr}_S \left[ B(0) \rho_S(t) \right] \rho_S^{\text{initial}} \rightarrow A(0) \rho_S . \quad (1.14)
$$

In the third line we have made use of the factorisability of the system and bath density matrices ($\rho_S$ and $\rho_R$) as based on the Born-Markov approximation discussed in section 1.2.1. The last line states the quantum regression theorem: Calculating the original two-time correlation function is equivalent to calculating the expectation value of the original operator $B$ using the sys-
tem density matrix at time $t$, subject to an initial condition $A(0)\rho_S(0)$ at time 0. We will use the quantum regression theorem in conjunction with the Wiener-Khintchine theorem in order to calculate the fluorescence spectrum of a quantum optical system. As pointed out by [11], the quantum regression theorem requires the reservoir(s) to be unchanged by the perturbation $A(0)\rho_S$. As mentioned above, it only applies to Markovian systems.

1.2 Open Quantum Systems

1.2.1 Master Equation Approach

The systems we are dealing with typically contain some matter degrees of freedom, such as internal states of atoms or the discrete energy levels of a superconducting qubit, coupled to a (cavity-)confined photon mode. Not only do photons leak out of the cavity in any real experiment, but the matter degrees of freedom also experience forms of dissipation.

In general the dissipation associated with both photons and two-level systems, which we will use to represent the matter degrees of freedom, is caused by coupling the relevant system operators to a reservoir environment. In general all forms of dissipation can be described by the full density matrix of the system and the reservoir inducing the dissipation. However, when the coupling between the system of interest and the reservoir is weak, it is more useful to find an effective description of the dissipation in terms of system operators and parameters such as reservoir occupation functions.

The full density matrix can be written as a tensor product,

$$\rho(t) = \rho_S(t) \otimes \rho_R(t),$$  \hspace{1cm} (1.15)

and follows the von Neumann equation of motion,

$$\frac{d}{dt}\rho(t) = -i[H, \rho(t)]$$  \hspace{1cm} (1.16)

However, if we only calculate expectation values within the Hilbert space of the system, the density operator of interest is that of the system alone.
obtained by partial trace

\[ \rho_s(t) = \text{tr}_R [\rho(t)]. \]  (1.17)

In finding the system-only equation of motion for \( \rho_s(t) \), we follow the standard treatment, see e.g. [12]. With the Hamiltonian composed of system (S) and reservoir (R) parts as well as an interaction (SR) between them, \( H = H_s + H_r + H_{sr} \), and transforming to the interaction picture, the equation of motion becomes

\[ \dot{\tilde{\rho}}(t) = -i \int dt' \left[ \tilde{H}_{sr}(t'), \tilde{\rho}_{sr}(t') \right] \]  (1.18)

after formal integration. Using the von Neumann equation again, the system density operator satisfies

\[ \frac{d}{dt} \tilde{\rho}_s(t) = -\text{Tr}_R \int dt' \left[ \tilde{H}_{sr}(t), \left[ \tilde{H}_{sr}(t'), \tilde{\rho}_{sr}(t') \right] \right]. \]  (1.19)

At this point we assume that:

- The density operator of the reservoir is time-independent, \( \tilde{\rho}_r(t) = \tilde{\rho}_r(0) \).

- \( \tilde{\rho}_s(t') = \tilde{\rho}_s(t) \), which corresponds to a dense spectrum of bath modes leading to delta functions in time. This effectively means that the change in the system density operator depends on the current state of the system, but not on its entire history.

- The correlations are small enough for the approximation \( \tilde{\rho}_{sr}(t') = \tilde{\rho}_s(t') \otimes \tilde{\rho}_r(t') \) to hold.

These assumptions constitute the Born-Markov approximation and allow us to simplify equation (1.19):

\[ \frac{d}{dt} \tilde{\rho}_s(t) = -\text{Tr}_R \int dt' \left[ \tilde{H}_{sr}(t), \left[ \tilde{H}_{sr}(t'), \tilde{\rho}_s(t) \otimes \tilde{\rho}_r(0) \right] \right]. \]  (1.20)
This result is a second-order perturbative effect exerted on the system because of the coupling to reservoirs.

For example, a photon mode may be described by

\[
H_S = \omega a^\dagger a \\
H_R = \sum_i \omega_i b_i^\dagger b_i \\
H_{SR} = \sum_i g_i \left( a^\dagger b_i + a b_i^\dagger \right)
\]  

with bosonic \( a \) and bath modes \( \{ b_i \} \). Imparting a time dependence \( \xi_i = e^{i(\omega - \omega_i)(t-t')} \) by transforming into the interaction picture, we obtain

\[
\frac{d}{dt} \tilde{\rho}_S(t) = -\sum_i |g_i|^2 \int dt' \left[ \left( aa^\dagger \langle b_i^\dagger b_i \rangle \xi_i + a^\dagger a \langle b_i b_i^\dagger \rangle \xi_i^* \right) \tilde{\rho}_S(t) 
- \left( a\tilde{\rho}_S(t) a^\dagger \langle b_i b_i^\dagger \rangle + a^\dagger \tilde{\rho}_S(t) a \langle b_i^\dagger b_i \rangle \right) (\xi_i + \xi_i^*) 
+ \tilde{\rho}_S(t) \left( aa^\dagger \langle b_i^\dagger b_i \rangle \xi_i^* + a^\dagger a \langle b_i b_i^\dagger \rangle \xi_i \right) \right].
\]

If there is a smooth density of states, the sum over exponential time dependences will turn into a sum over delta functions in time. Assuming empty decay baths, the system density matrix then satisfies

\[
\frac{d}{dt} \tilde{\rho}_S(t) = \frac{\kappa}{2} \left( 2a\tilde{\rho}_S(t) a^\dagger - a^\dagger a \tilde{\rho}_S(t) - \tilde{\rho}_S(t) a^\dagger a \right)
\]

where the decay rate \( \kappa \) depends on the coupling constants to bath modes \( \{ g_i \} \). The right-hand side is a Lindblad decay operator, which we write as

\[
\mathcal{L}[a] = 2apa^\dagger - a^\dagger ap - apa^\dagger a,
\]

dropping the explicit time-dependence and reference to the interaction picture. Similar decay terms may be found for the relaxation of two-level systems (\( \mathcal{L}[\sigma^-] \) in Pauli matrix notation) and other dissipative processes. As discussed in [13], the Lindblad operator form is the only time-independent form of the decay term that preserves positivity of the density matrix.
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It is crucial to note that we have assumed a dense spectrum and a flat, smooth density of states in addition to the Born-Markov approximation. This gives rise to decay rates that are independent of the system Hamiltonian. As we will see in Part [III], this is not always true.

1.2.2 Keldysh Non-Equilibrium Path Integral Formulation

In Part [II] we will be studying the non-equilibrium physics of a lattice model. Such models are common in condensed matter physics where the technique of Keldysh non-equilibrium path integrals was developed [14].

In equilibrium systems one can describe the entire physics by finding the full set of energy eigenstates. Once the spectrum is known, one can calculate the desired thermodynamic properties from the partition function. The occupation of the spectrum is given by fluctuation-dissipation relations and is fully determined once the energy eigenstates are known. Out of equilibrium, however, the spectrum and its occupation are distinct quantities — properties such as drive and decay rates determine the occupation of states. Rather than calculating a single Green function (i.e. a single correlation function between system operators), it is necessary to determine two linearly independent Green functions in the case of a non-equilibrium system.

Excellent reviews of the Keldysh path integral formalism and its applications in condensed matter and quantum optical systems already exist [15–17]. Here, we will discuss the main ideas and amalgamate the crucial points made in these references into a brief introduction.

When studying many-body quantum systems, one is usually interested in time-ordered correlation (Green) functions of the form

\[ iG_\phi(x, t, x', t') = \langle \phi| T[A(x, t)B(x', t')] |\phi\rangle \]  \hspace{1cm} (1.25)

from which the full correlation function \( G = \sum_\phi p_\phi G_\phi \) may be calculated. The Heisenberg picture states \( |\phi\rangle \) define the density operator \( \rho = \sum_\phi p_\phi |\phi\rangle \langle \phi|. \)
Using the time-dependent part of the Hamiltonian in the interaction picture \( \tilde{H}(\tau) \), we can define the time-ordered propagator

\[
S_{t,t'} = T \exp \left( -i \int_{t'}^{t} d\tau \tilde{H}(\tau) \right).
\] (1.26)

The correlation function then takes the form

\[
i \ G_{\phi}(x,t,x',t') = \langle \phi_{\infty} \mid T \left[ S_{0,t} A(x,t) S_{t,t'} B(x',t') S_{0',0} \right] S_{0,-\infty} \phi_{-\infty} \rangle \] (1.27)

\[
i \ G_{\phi}(x,t,x',t') = \langle \phi_{\infty} \mid T \left[ S_{\infty,-\infty} A(x,t) B(x',t') \right] \phi_{-\infty} \rangle. \] (1.29)

\( |\phi_{\infty} \rangle \) is the original Heisenberg picture state \( |\phi \rangle \) transformed to the interaction picture at time \( t \). The last line simply follows from combining all time-ordering operations into a single one.

So far we have simply followed the Feynman path integral description of quantum mechanics. Equation (1.29) now shows why this is bound to fail in non-equilibrium systems: In the next step we would ordinarily argue that the interactions are switched on (off) adiabatically in the distant past (future). For the ground state the adiabatic theorem ensures that the initial and final states are the same up to a phase factor \( e^{iL} \). For excited states and out of equilibrium, however, the final state may well be more complex as the time evolution of any non-trivial problem is non-adiabatic and is almost certainly unknown.

In order to get around this issue, one can introduce the Schwinger\cite{18}-Keldysh\cite{14} contour. Once we have integrated along the time axis from \(-\infty\) to \(\infty\) we can avoid the final state by integrating backwards in time until we return to the initial state at \( t = -\infty \), allowing the fields along the backward portion of the integration path to differ from those along the forward branch. This solves the final state problem, but comes at the cost of doubling the number of degrees of freedom. Unlike in equilibrium, however, occupation
and spectrum are not related by a fluctuation-dissipation theorem, which
doubles the amount of information necessary to fully describe the system.
This requirement can be satisfied by calculating two linearly independent
Green functions. By deriving an action from a set of system, bath and
interaction Hamiltonians one can then perform a saddle point analysis in
order to find a mean-field equation and use correlation (Green) functions to
describe fluctuations about the saddle point. The Keldysh technique is thus
analogous to the diagrammatic Feynman approach known from equilibrium
physics.

Even for equilibrium theories non-adiabaticity can be present. The usual
solution in equilibrium is to either restrict one’s analysis to ground states (as
in high energy physics), or to use the partition function in thermal equilib-
rium, \( Z = \text{tr} \exp(-\beta H) \). This quantity is directly accessible via Matsubara
summation with periodic or anti-periodic boundary conditions, avoiding the
issue of having to deal with Keldysh path integrals.

In Part II we will be studying coherence properties of a quantum optical
many-body (lattice) system. Two linearly independent Green functions are
sufficient to describe the energy levels and occupation. Labelling fields on
the forward and backward branches of the closed-time contour as \( \psi_{f,b} \) respectively, we define ‘classical’ and ‘quantum’ field operators \( \psi_{\pm} = (\psi_f \pm \psi_b)/\sqrt{2} \). The full set of bosonic Green functions (retarded, advanced and Keldysh) is
defined as \[19\]

\[
D = \begin{pmatrix}
D^K & D^R \\
D^A & 0
\end{pmatrix}
\]
(1.30)

\[
= -i \left\langle T_C \begin{pmatrix}
\psi_+(x,t) \\
\psi_-(x,t)
\end{pmatrix} \begin{pmatrix}
\psi^\dagger_+(x,0) & \psi^\dagger_-(x,0)
\end{pmatrix} \right\rangle
\]
(1.31)

with \( T_C \) denoting ordering along the closed time contour. It follows from
As described above we may define the path integral as a closed-contour path integral over bosonic ($\psi_i$) and fermionic ($\phi_j$) system and bath modes,

$$Z \propto \int \prod \mathcal{D} \psi_i \prod \mathcal{D} \phi_j e^{iS}.$$  \hfill (1.34)

The action $S$ is given by

$$S = \int_C dt \sum_i \bar{\psi}_i (i\partial_t - \omega_i) \psi_i + \ldots$$  \hfill (1.35)

with the exact form depending on the modes involved as well as their interactions. In Chapter 6 we will use this approach to describe the driven, dissipative Jaynes-Cummings Hubbard model.

### 1.3 Time-Evolving Block Decimation

In dealing with collective quantum phenomena, we face the problem of an exponentially large Hilbert space: Given a lattice model consisting of building blocks with a $d$-dimensional Hilbert space, the full system of $N$ building blocks requires us to solve a $d^N$-dimensional problem. Even numerically this is often too big to solve, making appropriate approximation schemes necessary.

In one dimension a suitable approximation scheme was introduced by Steven White [20]: the density-matrix renormalisation group (DMRG). A chain of coupled quantum systems is split into pairs of adjacent sites. Numerically diagonalising the two site density matrices of each of these two-site blocks, only the most relevant (biggest) eigenvalues are retained. Itera-
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tively, the overall collective ground state emerges while only retaining a small Hilbert space.

This method has been applied successfully to antiferromagnetic Heisenberg chains \[20\] and other one-dimensional problems. The reason for its accuracy is the scaling of quantum entanglement. Splitting a lattice into two regions A and B, the entanglement between these regions is expected to scale as the surface area between them. However, in one dimension this surface area is constant. As a result, it is possible to capture the relevant quantum physics in a small number of eigenvalues describing the entanglement between any two sites.\footnote{Exceptions may apply in the case of gapless spectra or criticality, where logarithmic corrections are possible \[21\].}

A time-dependent version of the DMRG method, frequently known as time-evolving block decimation (TEBD), was introduced by \[22–25\] for pure quantum states and later extended to mixed-state dynamics \[26\]. Both are formulated in terms of matrix product states.

Consider an arbitrary pure state of a two-site system. A \(d\)-dimensional Hilbert space is associated with each site. The basis states \(\{|i\rangle_A, |j\rangle_B\}\) are entangled by a matrix \(c\) of coefficients

\[
|\psi\rangle = \sum_{i,j} c_{ij} |i\rangle_L \otimes |j\rangle_R. \tag{1.36}
\]

However, a singular value decomposition of \(c\) yields two Hermitian matrices \(U, V\) and a non-negative (real) diagonal one \(\Lambda\),

\[
c = U \Lambda V^\dagger \tag{1.37}
\]

such that the full state can be written in terms of re-defined single site states as

\[
|\psi\rangle = \sum_{ij} \sum_k \Lambda_{kk} (U_{ik} |i\rangle_L) \otimes ([V^\dagger]_{kj} |j\rangle_R). \tag{1.38}
\]

The singular values \(\{\lambda_k \equiv \Lambda_{kk}\}\) then describe the entanglement between the
two sites as

\[ |\psi\rangle = \sum_k \lambda_k \left( \sum_i U_{ik} |i\rangle_L \right) \otimes \left( \sum_j [V^\dagger]_{kj} |j\rangle_R \right) = |\psi_A\rangle \Lambda |\psi_B\rangle \]  

(1.39)

where \(|\psi_A\rangle\) and \(|\psi_B\rangle\) are row and column vectors of (complex) rotated basis states. We hence see how one may describe the entanglement between two \(d\)-dimensional quantum systems as a non-negative (real) diagonal matrix. This decomposition procedure is also known as Schmidt decomposition [27].

Expressing an \(N\)-site state in terms of local basis states,

\[ |\psi\rangle = \sum_{i,j,...} c_{ijk...} |i\rangle \otimes |j\rangle \otimes \ldots \]  

(1.40)

we can bipartition the lattice in an arbitrary position \(L\) and represent the entanglement between the \(d_L\)-dimensional left-hand part and the \(d_{N-L}\)-dimensional right-hand part by a \(\min(d_L, d_{N-L})\)-dimensional diagonal matrix of singular values. By repeating this decomposition across the one-dimensional lattice, the rank-\(N\) tensor \(c\) becomes

\[ c_{i_1i_2...} = \Gamma^{i_1} \Lambda^1 \Gamma^{i_2} \Lambda^2 \ldots \Gamma^{i_N} \]  

(1.41)

with \(i_\alpha\) labelling the \(i\)th basis state at site \(\alpha\). The \(\Gamma\) matrices represent the on-site states, whereas the \(\Lambda\)s act as bonds between adjacent sites. These are just the singular values arising from Schmidt decompositions.

The fundamental idea of the TEBD algorithm is now to truncate the size of the \(\Gamma\) and \(\Lambda\) matrices: As we expect the entanglement in a one-dimensional system to be small, only a small number \(\chi\) of dimensions per bond need to be retained in order to capture the physics. Numerical studies suggest that the singular values decrease exponentially [24].

The kinds of operators we might want to apply to matrix product states usually involve up to two sites — e.g. interactions between adjacent sites. Given an operator \(P = \sum_{i_Li_{L+1}j_Lj_{L+1}} (i_Li_{L+1}|P|j_Lj_{L+1}) |i_Li_{L+1}\rangle \langle j_Lj_{L+1}|\) in the
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local bases of two adjacent sites, we have

$$P \Gamma^i \Lambda^L \Gamma^{i+1} = \sum_{jL,jL+1} \langle iL,i_{L+1} | P | jL,j_{L+1} \rangle \Gamma^j \Lambda^L \Gamma^{j+1}. \quad (1.42)$$

By singular value decomposition, we can again represent this two-site state as a product $\Gamma^i \Lambda^L \Gamma^{i+1}$. In order to recover the matrix product state formulation where the $\Gamma$ matrices are linked by $i_L$-independent bond matrices $\Lambda^L$, we consider the matrix of all $P \Gamma^i \Lambda^L \Gamma^{i+1}$ and only retain the $\chi$ largest singular values and associated $\Gamma$s.

Given a Hamiltonian $H$, we can now solve the Schrödinger equation and obtain the time evolution. Dividing $H$ into two-site operators, we can apply the propagator $P = e^{iH_{L,L}}$ separately for each pair of sites. As in general $[H_{L,L+1}, H_{L',L'+1}] \neq 0$ one may use the fact that

$$e^{(F+G)t} = e^{\frac{1}{2} Ft} e^{\frac{1}{2} Gt} e^{\frac{1}{2} Ft} + O(t^3). \quad (1.43)$$

This is the second-order Suzuki-Trotter decomposition, which is an improvement over the second order error $e^{(F+G)t} = e^{Ft} e^{Gt} + O(t^2)$ one would otherwise incur from the Hausdorff-Baker-Campbell property. Given small time steps, one can hence obtain the approximate time-evolution by applying two-site propagators. In order to preserve physicality, the total wavefunction needs to be normalised at every time step, compensating for the singular values that were discarded.

**Dimensionality and boundary conditions** The $\Gamma$ and $\Lambda$ matrices are $\chi$-by-$\chi$ matrices (bond dimension $\chi$). However, for a lattice with two end points, the $\Gamma$s at the end points have size 1-by-$\chi$ and $\chi$-by-1, respectively. In order to avoid redundant degrees of freedom, the bond dimensions (which may vary between bonds) should be $\chi \leq d^L$ for a $d$-dimensional local Hilbert space at distance $L$ from the nearest boundary. If one wishes to consider periodic boundary conditions, one may use a chain that ‘terminates’ in a $\Lambda$ matrix, which wraps around to join up with the $\Gamma$ on site 1. There is a known requirement for a modified update step, which is described in detail in [28].
Density Matrix Time-Evolution  For open systems, mixed and thermal states, we need a description for the time evolution of the density matrix. In the case of an open quantum system the density operator $\rho$ satisfies the von Neumann equation

$$\frac{d}{dt}\rho = -i[H, \rho] + \sum_i L[a_i]$$  \hspace{1cm} (1.44)

for some system operators $a_i$ that are coupled to decay baths. Like the Schrödinger equation, this is a first-order ordinary differential equation in time. We can thus write the components of $\rho$ as a vector $\rho#$ and define an effective (non-Hermitian) Hamiltonian $M#$

$$\frac{d}{dt}\rho# = M#\rho#. \hspace{1cm} (1.45)$$

The density matrix can then be written as a matrix product state and time-evolved in the same way. However we need to normalise the $\Gamma$s at every step of the time evolution in order to preserve the total (physical) trace of 1 (rather than the norm of the state vector, which is ordinarily used as the normalisation condition in pure state problems). The TEBD procedure for density matrices truncates correlations, whereas the wavefunction version truncates entanglement. The application of TEBD to density matrices was first introduced by Zwolak and Vidal [26].
Chapter 2

The Jaynes-Cummings Model

Before we can explore the collective behaviour of extended quantum optical systems, we need to understand a single building block. First introduced in 1963 [29], the Jaynes-Cummings Model describes the interaction of a single quantum system with two discrete energy levels and a bosonic mode, such as a photon. It is possible to derive this model from microscopic physics in different contexts, most notably the dipole interaction of atoms with photons and the strong coupling of superconducting qubits to microwave resonator modes [30]. As most of the microscopic details are discussed in Sections 1.1.1 and 2.2, we shall merely postulate the model here in order to review the physical phenomena associated with it.

2.1 Properties of the Jaynes-Cummings Model

Customarily, the Jaynes-Cummings Hamiltonian is written as

\[ H_{JC} = \omega a^\dagger a + \frac{\epsilon}{2} \sigma^z + g \left( a \sigma^+ + a^\dagger \sigma^- \right) \] (2.1)

in the Schrödinger picture. The first term describes a bosonic mode \( a \) at energy \( \omega \). The two discrete energy levels associated with the matter degrees of freedom are described by a Pauli matrix \( \sigma^z \) with the transition energy \( \epsilon \). The third term accounts for the coupling between the photon mode and the two-level system by transferring excitations between the two. In Parts II
and we will only consider the near-resonant case where the lowest photon states are close to the transition energies of the matter degrees of freedom. For the case of a single Jaynes-Cummings model this corresponds to \( \omega \approx \epsilon \).

It is easy to see that the Hamiltonian in equation (2.1) commutes with the number operator \( N = a^\dagger a + \frac{1}{2} (\sigma^z + 1) \) and hence conserves the number of excitations. As a result, one may find the eigenstates separately for each integer number of excitations in the system by diagonalising a 2-by-2 matrix. Heuristically, this gives rise to hybridisation of the photon and two-level system modes to form hybrid states known as upper and lower polaritons. While the vacuum state remains unchanged, the \( n > 0 \) excitation subspace is spanned by the vectors

\[
|n, +\rangle = \cos \vartheta |n, \downarrow\rangle - \sin \vartheta |n-1, \uparrow\rangle \\
|n, -\rangle = \sin \vartheta |n, \downarrow\rangle + \cos \vartheta |n-1, \uparrow\rangle
\]

\( E_n^\pm = n\omega + \frac{\epsilon - \omega}{2} \pm \sqrt{\frac{\epsilon - \omega}{4} + n g^2} \) (2.4)

\[
\tan (2\vartheta) = \frac{2g\sqrt{n}}{\epsilon - \omega}.
\]

\( |n, \downarrow\rangle \) denotes a state of \( n \) photons and the ‘down-spin’ component of the Pauli matrix. \( \pm \) indicates that the polariton states are connected to the symmetric and anti-symmetric hybridisations that arise in the resonant case \( \omega = \epsilon \), where

\[
|n, \pm\rangle = (|n, \downarrow\rangle \pm |n-1, \uparrow\rangle) / \sqrt{2}
\]

\( E_n^\pm = n\omega \pm g\sqrt{n} \) (2.7)

---

1 Equation (2.1) is frequently derived in a picture where the coupling is mediated by a dipole interaction \( \propto E \cdot d \). As the electric field \( E \) in quantised form contains both raising and lowering operators, and as the dipole operator \( d \propto \sigma^x \), this would ordinarily give rise to non-number conserving terms \( aa^- \) and \( a^\dagger \sigma^+ \). If one transforms to the interaction picture, these acquire a phase evolution at frequency \( \omega + \epsilon \) significantly faster than the number conserving terms, which rotate at \( \omega - \epsilon \approx 0 \). The former set of terms is therefore dropped, which is called the Rotating Wave Approximation. The model obtained by keeping the non-number conserving terms, which may be necessary for large detuning or strong drive strengths, is known as the Rabi Model.
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The resonant case hence displays a ladder of energy levels that is strongly anharmonic (non-linear) with energy splittings $2g\sqrt{n}$ and $\omega + g(\sqrt{n} - \sqrt{n + 1})$.

An important consequence of this anharmonicity is the photon blockade effect [32, 33]. Suppose we induce transitions between two polariton states, say $|0\rangle \leftrightarrow |1, -\rangle$. In order to achieve a significant transition rate, we use near-resonant light of energy $\approx E_1^- - E_0$. The non-linearity of the polariton spectrum now ensures that all other possible transitions are significantly off resonance — only the states $|0\rangle$ and $|1, -\rangle$ gain a significant population. Once a single excitation has been added to the system, the addition of further excitations (e.g. promoting the system to the $|2, -\rangle$ state) is blockaded. The photon blockade property of the Jaynes-Cummings model has been widely used in experimental and theoretical quantum optics [33, 34], and many of the results in Parts II and III rely on it.

While the Jaynes-Cummings model without dissipation has been shown to exhibit collapse and revival of Rabi oscillations [35], we will focus on the coherence and fluorescence properties in the presence of decay. As discussed in Chapter 1.2, we can incorporate the physics of photons escaping from the cavity confining the bosonic mode as well as relaxation of the two-level system by adding Lindblad terms to the phase evolution of the density matrix [36]

$$\frac{d}{dt} \rho = -i[H, \rho] + \frac{\kappa}{2} \mathcal{L}[a] + \frac{\gamma}{2} \mathcal{L}[\sigma^-].$$

(2.8)

The photon mode is driven coherently at amplitude $f$ and frequency $\mu$ in order to compensate for the loss of excitations:

$$H = H^{JC} + f (ae^{i\mu t} + a^\dagger e^{-i\mu t}).$$

(2.9)

By means of the gauge transformation $H \rightarrow UHU^\dagger$, with $U = e^{i\mu(\sigma^x + \sigma^z)}$, the time dependence is eliminated. The structure of the Hamiltonian is unchanged except for $\omega \rightarrow \omega - \mu$, $\epsilon \rightarrow \epsilon - \mu$. For ease of notation, we will drop the $-\mu$ terms and adopt a convention where all energies are measured with respect to the pump frequency.
The driven Jaynes-Cummings Hamiltonian is hence

\[ H = \omega a^\dagger a + \frac{\epsilon}{2} \sigma^z + g (a \sigma^+ + a^\dagger \sigma^-) + f (a + a^\dagger). \]  

(2.10)

Recent experiments [33, 37] have focused on the properties of the Jaynes-Cummings model when driving the transition between the vacuum and the lowest polariton state, \( |0\rangle \leftrightarrow |1, -\rangle \). Given resonance (\( \omega = \epsilon \)), the two states effectively form a two-level system. One can therefore project the driven dissipative Jaynes-Cummings model onto the two most relevant states, giving rise to an effective Hamiltonian

\[ H_{\text{eff}} = \frac{\Delta}{2} \tau^z + \frac{1}{\sqrt{2}} f \tau^x \]  

(2.11)

and re-scaled decay rates. \( \Delta = \left( \omega + \epsilon - \sqrt{(\omega - \epsilon)^2 + 4g^2} \right) / 2 \) is the transition energy of the effective two-level system and \( \{\tau\} \) are Pauli matrices. The effective model for weak drive \( f \) displays Lorentzian transmission \( |\langle a\rangle|^2 \) vs. pump frequency about both vacuum Rabi peaks at \( \omega = \pm g \). As the drive amplitude \( f/\sqrt{2} \) increases, it acts as a field splitting the transmission peak: Each of the Rabi peaks develops a doublet structure with \( |\langle a\rangle| \) decreasing at \( \omega = \pm g \) to form an anti-resonance. This behaviour, termed ‘supersplitting’ [34] or ‘dressing of dressed states’ [34, 38, 39] has been seen experimentally in superconducting qubits embedded in on-chip microwave resonators. This pump scheme is shown in figure 2.1.

Figure 2.1: Schematic representation of the relevant energy levels of the Jaynes-Cummings model. The qubit and photon are resonant and hybridise to form upper and lower polariton states. The pump frequency is near the transition between the vacuum state and the lower polariton, which gives rise to an effective two-level system.
In addition to the expectation value of the photon operator, \(|\langle a \rangle|\)\(^2\), one may be interested in time-dependent quantum correlations. The simplest quantity describing such correlations is the spectrum of resonance fluorescence: Driving a two-level system coherently and resonantly, we are interested in calculating

\[
S(\omega) = 2 \Re \int_0^\infty dt e^{i\omega t} \langle a^\dagger(t)a(0) \rangle_{\text{steady state}}.
\]  \(2.12\)

By the Wiener-Khintchine Theorem, this is the emission spectrum \([40, 41]\). Using the Quantum Regression Theorem \([11]\), this is equivalent to calculating

\[
S(\omega) = 2 \Re \int_0^\infty dt e^{i\omega t} \langle a^\dagger(t) \rangle_{\rho'}
\]  \(2.13\)

subject to the initial condition \(\rho' = a(0)\rho_{\text{steady state}}\). Using a Heisenberg equation, this can equivalently be written as \([42]\)

\[
S(\omega) \propto 2 \Re \int_0^\infty dt e^{i\omega t} \langle \sigma^+ \rangle_{\rho' = \sigma^- \rho_{\text{steady state}}}.
\]  \(2.14\)

Solving the von Neumann equation for this set of boundary conditions, \(S(\omega)\) exhibits a triplet structure of peaks of approximate weight ratios 1:2:1. This can be understood heuristically: The two-level system will hybridise with the \(n\) photon state to form two polariton states. Each of these can emit a photon into either of the two polariton states with \(n-1\) excitations. There are thus four transition frequencies. For large \(n\) (i.e. large drive field), the transition frequencies are \(n\)-independent and two of them are the same, leading to the triplet structure. This is known as the Mollow triplet \([43]\) and has been observed in circuit QED experiments \([33]\).\(^2\)

\(^2\)For details about the experimental set-up required to measure this quantity, refer to Chapter 2.2 or \([37]\).

\(^3\)Note that this assumes that the perturbation of the reservoir by the system is negligible and that the quantum regression theorem relies on the Markov approximation.
2.2 Experimental Details and Circuit QED

An interesting arena for studying quantum optics and open quantum systems is the field of circuit quantum electrodynamics (cQED). Rather than real atoms absorbing and emitting light, one can confine microwave radiation in resonators on dielectric chips. By placing carefully engineered superconducting qubits inside, one can achieve strong coupling between the discrete qubit energy levels and the radiation. Engineering and experimental control have reached the level where magnetic flux can be used to tune the qubit energy levels in resonance with the microwave resonator, making circuit QED a perfect setup for the experimental study of the Jaynes-Cummings model and the physics of related quantum (optical) models.

A superconducting qubit that has been used successfully to study Jaynes-Cummings physics \cite{37} is the transmon qubit \cite{44, 45}. Like in other superconducting qubits, phase coherence over a macroscopically large piece of superconductor is used to build a ‘large’ (macroscopic) quantum device — an object with a discrete energy spectrum — that is large enough to interact strongly with a confined microwave field.

In order to understand the engineering of the transmon qubit, let us review a simple Josephson junction (see e.g. \cite{45}): Two superconducting islands are separated by a thin layer of insulating material. Cooper pairs can tunnel between the islands, giving rise to the phenomenological Hamiltonian in terms of Cooper pair number $n$,

$$H_J = -\frac{E_J}{2} \sum_n (|n\rangle\langle n+1| + |n+1\rangle\langle n|).$$  \hspace{1cm} (2.15)$$

The Josephson energy $E_J$ determines the tunnelling rate. The eigenstates of the Josephson Hamiltonian are the same as those of a tight-binding model,

$$|\phi\rangle = \sum_{n=-\infty}^{\infty} e^{in\phi} |n\rangle$$  \hspace{1cm} (2.16)

\footnote{This is essentially equivalent to the better-known Cooper pair box (CPB) operated at a much higher Josephson energy in order to reduce noise sensitivity \cite{46}.}
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which are plane wave states in the Cooper pair number space. The corresponding dispersion is \[47\]

\[
H_J|\phi\rangle = -E_J \cos \phi|\phi\rangle.
\]

Representing

\[
|n\rangle\langle n + 1| = e^{-i\hat{\phi}}|n + 1\rangle\langle n + 1|
\]

and promoting number and phase variables to canonically conjugate quantum operators \(\{n, \phi\} \rightarrow \{\hat{n}, \hat{\phi}\}\), the Josephson Hamiltonian may be written as

\[
H_J = -E_J \cos \hat{\phi}.
\]

The simplest charge qubit, the Cooper pair box \[46\], uses a single Josephson junction. However, the same Hamiltonian with magnetically tunable \(E_J\) may be obtained by using a SQUID setup where the two superconductors are linked by two Josephson junctions forming a magnetically threaded loop. This latter setup is used for transmon qubits — a sketch of the original design is shown in figure 2.2.

In addition to the tunnelling energy, the number of Cooper pairs gives rise to a charging energy contribution

\[
H_C = 4E_C (\hat{n} - n_g)^2
\]

where \(n_g\) is an offset charge defined by an external gate voltage and \(E_C = \frac{e^2}{2C_{\text{tot}}}\) with total capacitance \(C_{\text{tot}}\). The transmon qubit can thus be described

---

5 Superconducting quantum interference device

6 In this case, the Josephson Hamiltonian is the sum of two cosine terms \(-E_J (\cos \hat{\phi}_1 + \cos \hat{\phi}_2)\) which, by means of a trigonometric identity, may be combined into a single term \(-E_J \cos \left(\frac{\hat{\phi}_1 + \hat{\phi}_2}{2}\right) \cos \left(\frac{\hat{\phi}_1 - \hat{\phi}_2}{2}\right)\). The phase difference now acts as the canonical phase operator (as it only depends on the relative tunnelling of Cooper pairs through the two Josephson junctions). The sum of phases re-scales the amplitude of this (potential energy) term. Unlike the difference \(\phi_1 - \phi_2\), the sum \(\phi_1 + \phi_2\) is susceptible to magnetic flux through the loop enclosed by the Josephson junctions and one can use the latter to tune the effective Josephson energy, \(E_J \rightarrow E_J \cos \left(\frac{\hat{\phi}_1 + \hat{\phi}_2}{2}\right)\).
Figure 2.2: Sketch of the transmon qubit design taken from [30]. The two Josephson junctions (squares with crosses) are connected in a loop with a threaded magnetic flux $\phi$ used to tune the phase of the SQUID. Panel (a) shows the equivalent circuit of the physical setup in panel (b) where the transmon qubit is placed inside an on-chip transmission line resonator.

by

$$H = 4E_C (\hat{n} - n_g)^2 - E_J \cos \hat{\phi}. \quad (2.21)$$

Two standard approaches exist for finding the transmon eigenstates: We can represent the number operator as a canonically conjugate differential operator in $\phi$-space, $\hat{n} = -i\partial_\phi$. In this case the eigenstates are the solutions to

$$4E_C (-i\partial_\phi - n_g)^2 \psi(\phi) - E_J \cos \phi \psi(\phi) = E \psi(\phi) \quad (2.22)$$

$$\psi(\phi + 2\pi) = \psi(\phi), \quad (2.23)$$

which are Mathieu functions. The first (differential) term acts as a kinetic energy contribution of quantum motion in a periodic cosine potential. This suggests the second possible approach: For sufficiently large $E_J/E_C$, the

\footnote{A design feature of transmon qubits is a small ratio $E_J/E_C$ in order to minimise charge noise. However, the charge noise is suppressed exponentially, whereas the anharmonicity is algebraic, leaving a regime where both conditions may be satisfied [30]. The insensitivity to charge noise is achieved by biasing the qubit to a point where the charge dispersion has no slope, such that linear noise contributions do not change the transition frequencies.}
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effective potential $-E_J \cos \phi$ is approximately quadratic with a quartic (anharmonic) correction. The wavefunctions then no longer extend over the full period of $\phi \in [0; 2\pi]$, but only over a small part of it. As a result one may drop the periodicity condition (2.23) by defining wavefunctions on $(-\infty; \infty)$ which decay to zero at infinity. We can hence expect a discrete spectrum for the lowest energy levels that is almost harmonic, but not quite.

When embedded in a microwave resonator, the Cooper pairs couple to the resonator mode [44]:

$$H_{\text{coupling}} = 2\beta eV_{\text{rms}} \hat{n} (a + a^\dagger).$$

(2.24)

$V_{\text{rms}}$ is the local oscillator voltage amplitude and $\beta$ depends on the capacitances of the circuit. Absorbing some of the parameters into a set of coupling strengths

$$g_{ij} = 2\beta eV_{\text{rms}} \langle i | \hat{n} | j \rangle$$

(2.25)

and adding the bare photon (resonator) part, the total Hamiltonian of a resonator-transmon system becomes

$$H = \sum_j \epsilon_j |j\rangle \langle j| + \omega a^\dagger a + \sum_{ij} g_{ij} |i\rangle \langle j| (a + a^\dagger).$$

(2.26)

The sums run over transmon eigenstates. This is a Jaynes-Cummings Model with counter-rotating terms (Rabi model) generalised to include additional energy levels. It can be shown that $g_{ij} \to 0$ for $|i - j| \neq 1$ as $E_J/E_C \gg 1$ (i.e. only transitions between adjacent energy levels are supported by a significant matrix element). Additionally employing the Rotating Wave Approximation where only excitation number conserving transitions are allowed, one recovers the regular Jaynes-Cummings Model in a circuit QED setting by restricting the transmon states to two-level systems.

**Experimental Design** Being able to measure the quantities of theoretical interest directly in any physical experiment is rare. In Parts II and III we will largely be interested in measuring expectation values of the form $\langle a \rangle$, i.e. the coherent part of the photon field with respect to the steady state
density matrix. Such measurements are possible and have been performed via a heterodyne detection scheme \[37\].

The resonator output is amplified and mixed with a ‘local oscillator’ with frequency \(\omega_{\text{LO}}\). Assuming the system has reached its steady state so that the output field oscillates at the drive frequency \(\mu\), the resulting field is

\[
A \sqrt{\kappa} \langle ae^{-i\mu t} + a^\dagger e^{i\mu t} \rangle \cos (\omega_{\text{LO}} t + \alpha) \quad (2.27)
\]

\[
A \frac{\sqrt{\kappa}}{2} \left( a \left( e^{-i(\mu - \omega_{\text{LO}}) t + ia} + e^{-i(\mu + \omega_{\text{LO}}) t - ia} \right) \right. \\
\left. + \right. \left( e^{i(\mu - \omega_{\text{LO}}) t - ia} + e^{i(\mu + \omega_{\text{LO}}) t + ia} \right) \right).
\]

\(A\) indicates the gain. Averaging over fast frequencies \(\pm(\mu + \omega_{\text{LO}})\), it is now possible to extract the quadratures

\[
I = \frac{1}{2} \langle a + a^\dagger \rangle \quad (2.29)
\]

\[
Q = \frac{i}{2} \langle a - a^\dagger \rangle \quad (2.30)
\]

which correspond to the real and momentum space components of the bosonic mode. By measuring the quadratures, it is now easy to extract the expectation value of the photon operator

\[
|\langle a \rangle| = \sqrt{I^2 + Q^2}. \quad (2.31)
\]

Circuit QED Experiments  Jaynes-Cummings physics in circuit QED and, in particular, heterodyne detection schemes have been demonstrated successfully in experiments. Bishop et al. \[34\] have demonstrated the dressing of dressed states in the Jaynes-Cummings model and found that it is accompanied by the supersplitting described in section 2.1. By embedding a transmon qubit in an on-chip cavity and tuning it into resonance, they observed that the effective two-level approximation matches experiments well at low drive strength. Additionally they saw a slight departure from this simple model as enough excitations were pumped into the cavity to make additional energy levels accessible.
The Mollow triplet in resonance fluorescence measurements, as well as photon statistics in emission from qubit-resonator systems have been studied by Lang et al. [48]. Using a qubit-resonator Jaynes-Cummings system, they generated single photons from classical resonant light. Measuring both field quadratures of the split and amplified output signal they confirmed the photon blockade effect\(^8\) and observed sub-Poissonian photon statistics and anti-bunching. They also used this setup for measuring the resonance fluorescence spectra, which show the characteristic Mollow triplet, as well as an elastic peak at the pump frequency. The resolution of the technical challenge of measuring correlation functions in microwave systems, where linear amplifiers need to be used instead of single photon counters, was reported by Bozyigit et al. [49] where input-output theory was used to analyse field quadratures. Jaynes-Cummings systems as single photon sources have also been studied by Houck et al. [50].

Collective qubit states have been seen in [39] where three qubits were placed in a microwave resonator with one, two or three qubits at a time in resonance with the first harmonic cavity mode. As expected, the collective Rabi frequency showed the characteristic \(\sqrt{N}\) scaling with the number of resonant qubits \(N\), demonstrating that the \(N\)-qubit-cavity system behaves collectively as a single quantum system. Previously, the simple Jaynes-Cummings ladder showing a splitting between polariton states that scales as \(\sqrt{n}\) for \(n\) photons inside a cavity containing a single two-level system was confirmed by Fink et al. [51].

Related work has been done by Hoffman et al. [52] who observed Rabi oscillations in qubit-cavity systems with tunable coupling strength. Hoffman et al. [53] studied the Jaynes-Cummings system in the dispersive (i.e. off-resonant) regime where the qubit effectively remains unoccupied and merely gives rise to a photon non-linearity, which then gives rise to a photon blockade effect.

As this thesis is mainly focused on larger quantum optical systems, it

\(^8\)Only a single photon can enter the cavity at a time from the classical light. Following the emission of that photon into the resonator, the next photon can enter. This gives rise to a single photon source characterised by anti-bunched photon statistics.
should be mentioned that lattices of microwave resonators (without embedded qubits) have been studied experimentally by Underwood et al. \cite{54}. 
Chapter 3

Review: The Jaynes-Cummings Hubbard Model

The primary focus of Part II is on the collective behaviour of quantum optical systems — asking the question: What happens if we couple together several cavities containing qubits, forming a lattice of quantum optical systems that interact through their photon components? Starting in 2008 [6], this question has mostly been addressed in the context of equilibrium phase transitions.

The Hamiltonian of interest is the Jaynes-Cummings Hubbard model:

\[ H = \sum_i H_{i}^{JC} - \frac{J}{z} \sum_{\langle ij \rangle} a_i^\dagger a_j \]

\[ = \sum_i (\omega - \mu) a_i^\dagger a_i + \frac{(\epsilon - \mu)}{2} \sigma_i^z + g \left( a_i \sigma_i^+ + a_i^\dagger \sigma_i^- \right) - \frac{J}{z} \sum_{\langle ij \rangle} a_i^\dagger a_j. \]

The physical meaning of this model is simple: Imagine placing a two-level system inside a cavity to form a Jaynes-Cummings system. Coupling many such systems together by allowing photons to hop at rate \( J/z \) to each of the \( z \) adjacent systems, we have formed a lattice of coupled quantum optical systems. Here, we only consider the case where all sites are equivalent (no disorder) and the hopping is defined such that the total photon bandwidth is \( 2J \). \( \mu \) acts as a chemical potential by setting the energy at which excitations can be added to the system.
3.1 Elementary Properties

We start by considering the zero temperature ground state properties, which we will summarise in a phase diagram. Assuming the resonant case \( \omega = \epsilon \), we are left with the parameters \((\omega - \mu) / g\) and \(J/(zg)\).

At zero hopping, \(J = 0\), all lattice sites decouple and the quantum ground state is just that of the Jaynes-Cummings model with the same chemical potential on each site. The overall quantum state is the corresponding tensor product \(\prod_{i}|JC\rangle_i\). Making use of the results in Chapter 2 the polariton energies are

\[
E_0 = 0 \quad (3.2)
\]
\[
E_n^\pm = n(\omega - \mu) \pm g\sqrt{n} \quad (3.3)
\]

and now depend on the chemical potential \(\mu\). For large negative \(\mu\), the lowest energy state is the vacuum state \(E_0\). As \(\mu\) increases, it becomes favourable to add more excitations to the system. As the upper polariton (+) states are all higher in energy than the corresponding lower polariton states (−), we successively move through the \(n = 1, 2, 3\ldots\) lower polariton states as \(\mu\) increases towards \(\omega\) \[13\]. The overall ground state is hence \(\prod_{i}|n, -\rangle_i\) in the range \(\sqrt{n} - 1 - \sqrt{n} \geq (\mu - \omega) / g \geq \sqrt{n} - \sqrt{n + 1}\). For \(\mu > \omega\), it is energetically favourable to add an infinite number of excitations, which represents an instability.

So far, this discussion involves purely Jaynes-Cummings physics as all sites are completely independent and equivalent Jaynes-Cummings systems with chemical potential \(\mu\). Considering the full lattice (still for hopping \(J = 0\)), each of the ground states has the same integer number of excitations. These states are known as Mott states. The collective physics emerges from the single site physics as the hopping rate \(J / z\) is increased: adjacent Mott states near \((\mu - \omega) / g = \sqrt{n} - \sqrt{n + 1}\) hybridise to form a phase where excitations are delocalised over lattice sites. In this region, the expectation value of the photon operator is non-zero, indicating a coherent state. In analogy with other lattice models, most notably the Bose-Hubbard model...
this is termed superfluid phase. With increasing hopping rate $J/z$ the regions of $\mu$ for which Mott states persist (i.e. are energetically favourable) shrink in size and ultimately vanish entirely. Thus there exist Mott lobes extending only up to a critical hopping strength that forms the tip of the lobe.

## 3.2 Mean-Field Theory

Many analytical and numerical studies of the equilibrium phase diagram exist: Mean-field theory [6, 44], strong-coupling theory with a random phase approximation [50], density-matrix renormalisation group calculations [57], Quantum Monte Carlo simulations [58], variational cluster calculations [59] and others. While the exact locations of the phase boundaries depend on the dimensionality and the method of calculation, all approaches find the existence and approximately correct sizes of the Mott lobes.

The simplest and most readily accessible tool for calculating the phase diagram is the mean-field approximation [6]. The difficulty in diagonalising the Jaynes-Cummings Hubbard Hamiltonian in equation (3.2) lies in the hopping term. One may approximate

$$a_i^\dagger a_j \approx \langle a_i \rangle^* a_j + \langle a_j \rangle^* a_i^\dagger - \langle a_i \rangle^* \langle a_j \rangle$$

(3.4)

$$= \langle a_i \rangle^* a_j + \langle a_i \rangle^* a_i^\dagger - \langle a_i \rangle^2,$$

(3.5)

where the second line assumes that all sites are equivalent. As a result all lattice sites decouple. This approximation, where the photons in each cavity see the average field (‘mean field’) of all nearest-neighbour cavities, allows for classical correlations between lattice sites, but discards quantum correlations.

The Hamiltonian hence becomes

$$H_{MF}^{JC} = \sum_i \left[ H_i^{JC} - J \left( \langle a \rangle a_i^\dagger + \langle a \rangle^* a_i - |\langle a \rangle|^2 \right) \right].$$

(3.6)

Truncating the Hilbert space at a maximum number $n_{\text{max}}$ of excitations per site, the resulting $(2n_{\text{max}} + 1)$-by-$(2n_{\text{max}} + 1)$ matrix for any individual site
can be diagonalised numerically [6, 44]. Finding the minimum ground state energy with respect to \( \langle a \rangle \) (which, due to the \( U(1) \) symmetry of the Jaynes-Cummings-Hubbard Hamiltonian, can be chosen real by gauge transform), the structure of Mott lobes \( (\langle a \rangle = 0) \) and superfluid regions \( (\langle a \rangle \neq 0) \) emerges as shown in figure 3.1.

As first introduced by [44], the location of the phase boundary can be calculated analytically within perturbation theory. Treating the mean-field hopping term as a perturbation to a particular Mott state (i.e. a particular lower polariton state), one can find the second order coefficient \( r \) of the Landau expansion of the free energy,

\[
F = F_0 + r|\psi|^2 + \frac{1}{2}u|\psi|^4 + \ldots
\]  

with \( \psi \equiv \langle a \rangle \). Where \( r = 0, u > 0 \), the system undergoes a second order phase transition. The Landau expansion of the ground state energy is an approximation where \( |\psi| > 0 \), but becomes exact on the phase boundary as \( \psi \to 0 \). The condition \( r = 0 \) translates into

\[
J = \left\{ \sum_{i \in \{+, -\}} \left( \frac{|\langle n + 1, i | a^\dagger | n, - \rangle|^2}{E_n^i - E_{n+1}^i + \mu} + \frac{|\langle n - 1, i | a | n, - \rangle|^2}{E_n^i - E_{n-1}^i - \mu} \right) \right\}^{-1}
\]  

(3.8)

where \( n \) indicates the number of excitations and \( \sum_i \) sums over all polariton states accessible from the ground state \( |n, -\rangle \) by a single creation or annihilation operator.

A zero hopping \( (J = 0) \) picture first studied by [6] gives further insights into the structure of Mott states when the photons are detuned away from the two-level systems, \( \omega \neq \epsilon \). With increasing detuning, the \( n = 0 \) Mott lobe grows at the expense of the others, which are shifted towards \( \mu = \omega \). Zero detuning exhibits the largest \( n > 0 \) Mott lobes. This is shown in figure 3.1.
Figure 3.1: Top panel: Mean-field phase diagram of the Jaynes-Cummings Hubbard model. The Mott lobes (white) have a fixed number of excitations per site, increasing with pump frequency. The black line describes the perturbative second order phase boundary. Bottom panel: Corresponding zero hopping picture as a function of detuning. The black lines indicate the perturbative phase boundaries.
3.3 Relationship with the Bose-Hubbard Model

Attempts \cite{6, 44} have been made to map the Jaynes-Cummings-Hubbard Model onto the Bose-Hubbard Model describing bosons \( b_i \) on a lattice with an on-site interaction \( \frac{1}{2} U b_i^\dagger b_i (b_i^\dagger b_i - 1) \). However, defining an effective Hubbard-U \cite{44},

\[
U_{n\pm} = \frac{1}{n} \left( E_{n+1}^\pm - E_n^\pm + \mu \right),
\]

we notice that the non-linearity is strongly dependent on the number of polaritons \( n \) per site. As a result, the Jaynes-Cummings Hubbard Model does not readily map onto the Bose-Hubbard Model.

Yet, as can be seen from the phase diagram, structural similarities do exist. Mott states at zero hopping are split by superfluid regions in both models \cite{6, 44, 55}. Additionally, the universality class of the phase transition is the same almost everywhere\footnote{Using the \( U(1) \) gauge symmetry, one can show that multicritical lines exist (as a function of detuning) at the tips of the Mott lobes, whereas the Bose-Hubbard model only shows multicritical points as the Jaynes-Cummings Hubbard model contains the qubit-cavity detuning as an additional parameter \cite{44}. At these points, the universality class changes to \( z = 1 \) in both models \cite{56}.} with the dynamical critical exponent \( z = 2 \) \cite{44}.
Part II

The

Jaynes-Cummings-Hubbard
Model
In this chapter, as well as the remaining chapters of Part II, we will study the Jaynes-Cummings Hubbard model beyond the equilibrium context. Equation (3.2) describes perfect two-level systems coupled strongly to cavity modes. Experimental realisations of this model have been proposed in the context of circuit quantum electrodynamics [44], where superconducting qubits play the role of the matter degrees of freedom. While the biggest obstacle towards an experimentally feasible implementation of the Jaynes-Cummings Hubbard model is certainly the role of dissipation and the associated non-equilibrium effects (Chapters 5, 6 and 7), we will start by analysing an extension of the equilibrium model.

Using transmon qubits for the matter degrees of freedom inside the cavities, we realise that these are multi-level systems with an anharmonic spectrum and different transition rates between different energy levels. It is clear from the introduction that both of these facts will impact the phase diagram of this extended Jaynes-Cummings Hubbard model.

The spectrum of a transmon qubit is almost independent of the offset charge $n_g$, as it is designed to reduce charge noise. The transmon Schrödinger equation can be solved by Mathieu functions [45], resulting in the spectrum shown in figure 4.1. The corresponding transition matrix elements are shown
as well.

Figure 4.1: First panel: Transmon energy levels. Both positive and negative curvature are present in the spectrum. Second panel: Corresponding transition rates for transitions that are one and two excitations apart, respectively.

The low energy part of the spectrum (the effective description in terms of Cooper pairs tunneling through the Josephson junctions is valid for energy scales below the superconducting gap) exhibits both positive and negative curvature. Depending on the offset charge, there may be finite non-number conserving transition rates (i.e. matrix elements). However, the dominant transitions are the number-conserving ones and we thus discard any other ones.

The additional energy levels and transition rates affect the mean-field phase diagram in two ways: 1. The exact eigenstates of the polaritons and thus the locations of the Mott lobes change. This is a quantitative effect that leaves the qualitative structure of the phase diagram unchanged. 2. The energy eigenstates (lower polaritons) can re-order. As a result, the Mott states no longer increase monotonically in excitation number along the vertical axis. Instead, first-order jumps between Mott states are possible, even without any superfluid phases in between. This is shown in figure 4.2.

This behaviour can be understood by analysing the zero hopping limit. In the grand canonical ensemble where the relevant energy levels are $E_n - n\mu$ for the $n$ excitation state, the ground state may jump as a function of chemical potential $\mu$ between Mott states that differ by more than one excitation. Figure 4.3 shows the Mott lobes in the zero hopping limit as a function of detuning. Here, the lines indicate the perturbative calculation based upon
Figure 4.2: Mean-field phase diagram of the multi-level Jaynes-Cummings Hubbard model. The Mott lobes (white) have a fixed number of excitations per site, increasing with pump frequency. There is a jump due to the non-monotonicity of the energy levels measured from the chemical potential.
hybridisation. The perturbative calculation follows the same formulæ as that of the two-level case, but the summation in equation (3.8) is over all photon-transmon states accessible by a single photon creation or annihilation. Labelling the \( n \)-excitation ground state as \( g \), the phase boundary is given by

\[
J = \left\{ \sum_i \left( \frac{|\langle n + 1, i | a^n g \rangle|^2}{E_n^g - E_{n+1}^i + \mu} + \frac{|\langle n - 1, i | a^n g \rangle|^2}{E_n^g - E_{n-1}^i - \mu} \right) \right\}^{-1}. \tag{4.1}
\]

This calculation always predicts phase boundaries due to hybridisation of the \( n \) excitation state with the adjacent \( (n \pm 1) \) excitation states. However, these adjacent states in excitation space are not necessarily adjacent in energy space anymore — the overall ground state is in general non-monotonic in \( n \) and is hence not restricted to \( n \pm 1 \) excitations. This explains the emergence of jumps between different excitations numbers.

![Figure 4.3: Zero hopping picture of the multi-level Jaynes-Cummings Hubbard model as a function of detuning. The black lines indicate the perturbative phase boundaries.](image)

While this straightforward extension of the Jaynes-Cummings Hubbard model shows some non-trivial effects in the phase diagram, there are several problems with this analysis: We have somewhat arbitrarily truncated the number of transmon states considered, we have disregarded any non-number conserving interactions, we have ignored the fact that the circuit QED treatment of the transmon is only valid at energies below the superconducting gap
corresponding to only a few energy levels, and we expect the impact of drive and dissipation to be significant. As a result, while giving an idea of what the effect of additional energy levels is in an ideal system, this analysis really just serves as motivation for treating this problem more fully in its natural non-equilibrium context. In that case, studied in the remainder of Part II of this thesis, one may drive the system at or near specific transitions, which allows us to approximate the transmons as two-level systems again, ignoring higher energy levels. While we will not study the effect of additional qubit levels in the non-equilibrium context, it has been shown both numerically and experimentally [34] that they have a small but noticeable quantitative (but not qualitative) effect on the response of circuit QED systems.
Chapter 5

Non-Equilibrium Mean-Field Theory

5.1 Introduction to the JCHM with drive and dissipation

Having discussed the equilibrium mean-field theory and its extension to multi-level systems in the previous chapter, we now move on to add dissipation to the regular Jaynes-Cummings Hubbard model. Any realistic experiment on the Jaynes-Cummings Hubbard model will inevitably have to deal with the loss of photons from the cavities and the relaxation of the two-level systems. In order to compensate for the loss of excitations, we coherently pump photons into the system. The simplest pump scheme involves adding coherent photons equally to all cavities. While one may assume that this would destroy all interesting phenomena, the physics of even such a simple drive scheme turns out to be remarkably rich.

The Hamiltonian of the pumped, decaying Jaynes-Cummings Hubbard
model at pump frequency $\mu$ is

$$H = \sum_i (\omega - \mu) a_i^\dagger a_i + \frac{(\epsilon - \mu)}{2} \sigma_i^z + g \left( a_i^+ \sigma_i^- + a_i^\dagger \sigma_i^z \right) - \frac{J}{z} \sum_{(ij)} a_i^\dagger a_j + \sum_i \left( \kappa \mathcal{L}[a_i] + \frac{\gamma}{2} \mathcal{L}[\sigma_i^+] \right)$$  \hspace{1cm} (5.1)

with photon and two-level system decay terms implemented in the density matrix equation of motion as

$$\frac{d}{dt} \rho = -i[H, \rho] + \sum_i \left( \frac{\kappa}{2} \mathcal{L}[a_i] + \frac{\gamma}{2} \mathcal{L}[\sigma_i^+] \right).$$  \hspace{1cm} (5.2)

### 5.1.1 Existing Work

The body of existing work studying coupled cavity arrays out of equilibrium, and in particular the Jaynes-Cummings Hubbard model, is small. Tomadin et al. [60] have studied signatures of superfluid-Mott insulator transitions for interacting photons on a lattice by calculating the average response of an effective Bose-Hubbard model to pulsed excitation. They observed the onset of coherence with hopping in $g^{(2)}(0)$ and the photon expectation value within mean-field theory. Following the work presented below and published in [1], Grujic et al. [61] studied the related problem of emission statistics of Bose-Hubbard and Jaynes-Cummings Hubbard models. They found multi-particle features in the response of the in-cavity excitation number as a function of pump frequency. Leib and Hartmann [62, 63] have studied two coupled resonators containing qubits, mapped onto a Bose-Hubbard model. Pumping one cavity and observing the response of the other they find a transition between coherent and anti-bunched photon states as the effective non-linearity is increased, corresponding to a photon blockade effect.

### 5.2 Steady State Solution

After an initial transient time-evolution we expect the system to settle down to a homogeneous steady state. Like in the driven Jaynes-Cummings model
5.2. STEADY STATE SOLUTION

As well as the equilibrium Jaynes-Cummings Hubbard model, we characterise the steady state by the single cavity coherent photon field \( \langle a_i \rangle \) and in Section 5.4 by fluctuations about the steady-state coherent photon field expressed in terms of fluorescence spectra.

5.2.1 Numerical Calculation

Time-evolving the density matrix equation of motion (5.2) for the full system of \( N \) cavities is a problem exponentially large in \( N \), which is virtually intractable beyond two cavities. In order to be able to solve the equation of motion numerically we use the same mean-field approximation as in the equilibrium problem,

\[
a_i^\dagger a_j \to \langle a_j \rangle^* a_i + \langle a_i \rangle a_j^\dagger.
\]

The \( |\langle a \rangle|^2 \) term in equation (3.5) is proportional to the identity operator and hence does not affect the time-evolution. This turns the von Neumann equation into a single-site problem with a \( |\langle a \rangle| \)-dependent Hamiltonian that is self-consistently determined at every time step.

Numerically time-evolving the single site problem with the bottom of the photon band resonant with the two-level systems, \( \omega - J = \epsilon \), we find the results shown in figure 5.1. At zero hopping, \( J = 0 \), the photon field \( |\langle a \rangle| \) as a function of pump frequency shows the expected Lorentzian lineshape with an anti-resonant dip as explained by the dressing of dressed states described in Chapter 2.1. At non-zero hopping, \( J > 0 \), the resonance shifts along the pump frequency axis at a rate proportional to \( J \). The anti-resonant dip, however, moves at a slower rate determined self-consistently via \( |\langle a \rangle| \). As hopping increases, the anti-resonance lags so far behind the resonance that it turns into a bistability, even at relatively low hopping.

Pumping the lower polariton formed by the bottom of the photon band and the two-level system on resonance as shown in figure 5.2, we study the coherent photon field over a large range of hopping rates covering the transition from anti-bunched to coherent behaviour in figure 5.3 for different values of drive strength \( f \). At small hopping, the coherent field again shows the expected anti-resonance: An initial increase with \( f \) as the resonance
Figure 5.1: Resonant and anti-resonant features of the Jaynes-Cummings Hubbard model within mean-field theory. With increasing hopping the anti-resonant dip becomes bistable. The squares and triangles correspond to the mean-field numerical calculation, the dots and lines are the spin-chain approximation.

grows, followed by a decrease as the anti-resonant saturation effect takes over. This gives rise to an unusual non-monotonic ordering of the cavity photon response with drive strength. At large hopping $J \gg g$ the coherent field increases monotonically with drive strength $f$ with a smooth crossover in between those two regimes.

Further insight can be gained from the coherence function $g^{(2)}(t = 0)$, which is shown in figure 5.4. At small hopping, $g^{(2)}$ is close to zero indicating a quantum mechanical state. This agrees with the anti-resonant behaviour corresponding to an effective two-level system. At large hopping, $g^{(2)}$ approaches one, which corresponds to the photons being in a coherent state.

The additional lines in figure 5.3 at small and large hopping correspond to effective models that can be solved analytically. In the quantum regime (small $J$) a spin-chain model of on-site effective two-level systems coupled by an effective hopping term approximates the Jaynes-Cummings Hubbard
5.2. **STEADY STATE SOLUTION**

5.2.1 Model well. Where $J \gg g$, the photon coherent state warrants a semiclassical treatment. Both are discussed in the following sections.

5.2.2 **Small Hopping: A Spin-Chain Model**

At small hopping rate $J \ll g$, excitations are not significantly delocalised across the lattice. At small drive strength, the occupation per cavity is significantly less than 1. We may therefore treat the Jaynes-Cummings Hubbard model as a set of on-site polaritons coupled to polaritons on adjacent sites via $J$. Due to the low occupation, only the lowest eigenstates need to be considered.

The in-cavity effective two-level system formed by the vacuum state and the lower polariton — which is the transition near which we are driving the system — can be described in terms of Pauli matrices $\{\tau\}$ using the Hamiltonian

$$H_{\text{TLS}} = -\frac{\hat{J}}{z} \sum_{\langle ij \rangle} \tau_i^+ \tau_j^- + \frac{\tilde{\Delta}}{2} \sum_i \tau_i^z + \hat{f} \sum_i \left( \tau_i^+ \tau_i^- \right). \quad (5.4)$$

![Figure 5.2: Schematic of the energy levels in the Jaynes-Cummings Hubbard model.](image)
Figure 5.3: Expectation value of the photon operator as a function of hopping rate, keeping the two-level system resonant with the bottom of the photon band and pumping the lower polariton as described in figure 5.2. The pump strength increases from black to blue to red, corresponding to the anti-resonant behaviour. At large hopping the cavity response increases with drive as expected when the photons are in a coherent state delocalised over the entire lattice. The lines at small hopping correspond to the spin-chain model, at large hopping the asymptotes are given by semiclassics.
5.2. STEADY STATE SOLUTION

Figure 5.4: Behaviour of the photon correlation function $g^{(2)}$ corresponding to the range of hopping shown in figure 5.3. At small hopping the behaviour is quantum mechanical. As hopping increases the photons become coherent, justifying the semiclassical approximation.

Using $\tilde{\omega} = \omega - \mu$ and $\tilde{\epsilon} = \epsilon - \mu$ with $2\theta = \tan^{-1}(2g/(\tilde{\omega} - \tilde{\epsilon}))$ to denote the polariton angle, we define the effective two-level system energy as $\tilde{\Delta} = \left(\tilde{\omega} + \tilde{\epsilon} - \sqrt{(\tilde{\omega} - \tilde{\epsilon})^2 + 4g^2}\right)/2$, the effective hopping rate $\tilde{J} = J\sin^2\theta$ and the effective pump strength $\tilde{f} = -f\sin\theta$. The decay rates are amalgamated into a single two-level system decay rate $\tilde{\kappa} = \kappa\sin^2\theta + \gamma\cos^2\theta$.

Using the mean-field decoupling again to turn the above problem into a single site problem we can find the steady state of the equation of motion

$$\dot{\rho} = -i[H_{\text{TLS}}, \rho] + \frac{\tilde{\kappa}}{2}\mathcal{L}[\tau^{-}] = 0 \quad (5.5)$$

by parameterising the density matrix as

$$\rho = \frac{1}{2} \begin{pmatrix} 1 + z & 2\phi \\ 2\phi^* & 1 - z \end{pmatrix}. \quad (5.6)$$
The steady state equations are
\[ 0 = \partial_t z = -2i \tilde{f} (\phi^* - \phi) - \tilde{\kappa} (1 + z) \]  \hspace{1cm} (5.7)
\[ 0 = 2\partial_t \phi = -2i \Delta \phi + 2iz \left( \tilde{f} - \tilde{J}\phi \right) - \tilde{\kappa}\phi \]  \hspace{1cm} (5.8)
which lead to a third order polynomial in \( z \), giving rise to either a single stable solution or three solutions, two of which are stable. The corresponding values of the coherent photon field are shown in figure 5.1 as solid lines and confirm both the anti-resonant and bistable behaviour found numerically. The anti-resonant behaviour is also evident from figure 5.3 with the discrepancy between the numerics and the spin-chain model growing with drive strength \( f \). This is due to the fact that pumping more excitations into the system requires more than the lowest two excitations per cavity to capture the physics accurately, leading to the (slow) breakdown of the spin-chain model.

Equations (5.7) and (5.8) also show the effect of the mean-field decoupling. The pump term in the basis of the two-level system, \( \tilde{f} \), has been modified by an effective pump \(-\tilde{J}\phi\) induced by the mean photon field on adjacent sites.

Equations (5.7) and (5.8) can be re-written as
\[ \phi = \frac{\tilde{f} \left( \tilde{\Delta} + \tilde{J}z - i\tilde{\kappa}/2 \right)}{\left( \tilde{\Delta} + \tilde{J}z \right)^2 + \frac{\tilde{\kappa}^2}{2} + 2\tilde{f}^2} \]  \hspace{1cm} (5.9)
\[ \frac{1 + z}{2} = \frac{\tilde{f}}{\left( \tilde{\Delta} + \tilde{J}z \right)^2 + \frac{\tilde{\kappa}^2}{2} + 2\tilde{f}^2} \]  \hspace{1cm} (5.10)
with \( \langle \tau^- \rangle = \phi \) and \( \langle \tau^z \rangle = z \). Defining an effective detuning \( \delta = \tilde{\Delta} + \tilde{J}z \), the onset of bistability is given by the value of \( \tilde{J} \) at which multiple solutions for \( z \) and \( \phi \) exist. As described in [2], this may be found as \( d\tilde{\Delta}/d\delta = 0 = d^2\tilde{\Delta}/d\delta^2 \),
5.2. **STeady State Solution**

Giving a critical value of re-scaled hopping

\[
\tilde{J}_c = \frac{4}{\tilde{f}^2} \left( \frac{2\tilde{f}^2 + \left(\frac{\tilde{\kappa}}{2}\right)^2}{3} \right)^{\frac{3}{2}}.
\]  

(5.11)

5.2.3 **Large Hopping: A Semi-Classical Model**

The other limiting case of the Jaynes-Cummings Hubbard model is the large hopping regime \( J \gg g \). As discussed above, the applicability of a semi-classical model in this regime is justified by our intuitive understanding of photon delocalisation as well as the mean-field numerics. In the Heisenberg equations of motion for the two-level system and photon operators we can replace all photon operators by c-numbers describing coherent states.\(^1\) The corresponding steady state equations of motion become

\[
-i(\omega - J)\phi - if - igp - \frac{\kappa}{2}\phi = 0 \quad (5.12)
\]

\[
-i(\omega - J)p + 2igs^z\phi - \frac{\gamma}{2}p = 0 \quad (5.13)
\]

\[
-ig(\phi p^* - \phi^*p) - \gamma \left( s^z + \frac{1}{2} \right) = 0. \quad (5.14)
\]

Here, \( p = \langle \sigma^- \rangle \), \( s^z = \langle \sigma^z \rangle \), \( \phi = \langle a \rangle \). The resulting asymptotic values, which are independent of hopping when the two-level systems are kept resonant with the bottom of the photon band, are

\[
p = \frac{2igs^z}{i(\omega - J) + \gamma/2} \phi \quad (5.15)
\]

\[
\phi = \frac{if}{-i(\omega - J) + \frac{2gs^z}{i(\omega - J) + \gamma/2} - \kappa/2}.
\]  

(5.16)

Substituting these values into the third of the steady state Heisenberg equations we find a cubic in \( s^z \) with one physical (real) and two unphysical (complex) solutions. These can then be used to calculate the coherent photon

---

\(^1\)This is equivalent to using the Jaynes-Cummings Hubbard Hamiltonian with only the \( k = 0 \) photon mode, although we will be considering localised photons later for the fluorescence spectra.
field $\phi$. As shown in figure 5.3, these values form perfect asymptotes in the plot of $|\langle a \rangle|$ as a function of $J$.

5.2.4 ‘Phase diagram’ out of equilibrium

Analysing the mean-field steady state coherent photon field as a function of both hopping and pump frequency while keeping the two-level systems resonant with the bottom of the photon band, we can plot the single cavity response in analogy with the mean-field phase diagram, as shown in figure 5.5. The diagram shows the resonant and anti-resonant behaviour, as well as a faint line where the pump frequency is resonant with the transition between the two photon state and the vacuum. This line becomes more pronounced as the drive strength is increased. Cuts across this phase diagram further illustrate how the initially ($J = 0$) symmetric response of the system becomes asymmetric with increasing hopping.

5.3 A note about mean-field theories and semi-classics

Within time-evolving block decimation discussed in the Introduction and Chapter 7, the extreme case of bond dimension $\chi = 1$ can be interpreted as retaining purely classical (i.e. c-number) correlations between sites. This corresponds to a ‘mean-field’ theory. The traditional way of imposing mean-field approximations is by replacing an operator quantity on sites adjacent to the one under consideration (e.g. a photon annihilation operator $a$) by their expectation values. Effectively, the system on the site under consideration feels a classical average (‘mean-field’) of the quantum operators on neighbouring sites.

This is distinct from the semi-classical approximation, which we employ in Section 5.2.3 as well. Semi-classics also involves replacing quantum operators by c-numbers, however, in this case the field inside the cavity under consideration is approximated as classical, rather than approximating the effect of adjacent cavities as classical.
Figure 5.5: Coherent photon field of the Jaynes-Cummings Hubbard model out of equilibrium. Top-left panel: Non-equilibrium version of figure 3.1. Top-right panel: Response at small hopping ($J = 0.004g$). Bottom panels: Response at larger hopping ($J = 0.126g$), illustrating the asymmetry at non-zero hopping.
Mean-field theory does not necessarily imply homogeneity across the entire lattice. However, in the disorder-free case the simplest approximation scheme is homogeneous and can be implemented by using the on-site expectation value of quantum operators to represent the average fields from adjacent sites. This is the scheme used in Chapter 5. A relaxation of this scheme is discussed in [2], where energy disorder between sites is implemented within stochastic mean-field theory. In this case, the correlations between sites are still classical in the mean-field sense, but the system is no longer homogeneous\footnote{In the case of stochastic mean-field theory, this is implemented by drawing realisations of disorder from appropriate distribution functions.}. Homogeneity is also lost when calculating two-time correlation functions (e.g. for the fluorescence spectra), as the disturbance of the system at the earlier time will propagate across the system inhomogeneously until the correlation function is calculated at the later time.

5.4 Fluctuations about the Steady State: Fluorescence Spectra

5.4.1 Idea

Having discussed the steady state coherent photon field $|\langle a \rangle|$ in detail, we may analyse the response of the steady state to the addition or removal of a photon. By the Wiener-Khintchine theorem [10] [11], we can Fourier transform the response function $\langle a_i(t)a_i^\dagger(0) \rangle$ in order to obtain the fluorescence spectrum

$$S(\omega) = 2 \Re \int_0^\infty dt e^{i\omega t} \langle a_i^\dagger(t)a_i(0) \rangle_{\text{steady state}}. \quad (5.17)$$

Using the quantum regression theorem, this may be calculated as

$$S(\omega) = 2 \Re \int_0^\infty dt e^{i\omega t} \langle a_i^\dagger(t) \rangle_\rho. \quad (5.18)$$
with the initial condition $\rho' = a_i(0)\rho_{\text{steady state}}$.

$a_i$ and $a_i^\dagger$ refer to photons in the same single cavity. This means that we are calculating the single cavity fluctuations (rather than those in the photon band or any other photon mode).

### 5.4.2 Numerical Calculation

Having calculated the mean-field steady state of the density matrix by simple time-evolution as described in Chapter 5.2.1, we apply the photon annihilation operator, time-evolve and calculate $\langle a^\dagger \rangle$ at every time step. The Fourier transform (5.18) then gives rise to the spectrum shown in Figure 5.6.

The left-hand panel shows the low energy fluorescence spectrum as a function of hopping for small drive strength $f$. At small hopping there are fluorescence peaks at $\pm 2g$, corresponding to the upper polariton. The effective two-level system formed by the lower polariton and the vacuum state forms a Mollow triplet split by $\sim \sqrt{2gf}$. This is not resolved in the figure due to the small value of $f$.

As hopping increases, the upper polaritons move to higher energies. The Mollow triplet splits up to an asymptotic value of $\omega = \pm g$ as $J \to \infty$. This asymptotic behaviour can be viewed as off-resonance fluorescence. While the relevant photons for the asymptotic $J \to \infty$ behaviour of the steady state are those of the $k = 0$ (bottom of the photon band) state, the fluctuations in a single cavity are fluctuations in the cavity mode. As the bottom of the photon mode is kept resonant with the two-level systems ($\omega - J = \epsilon$), the cavity photons (at frequency $\omega$) are far from resonance with the two-level systems. The pump, however, is a frequency $g$ away from the two-level systems, such that the two-level systems are pumped off resonance, which leads to the fluorescence peaks at frequencies $\pm g$.

The right-hand panel of figure 5.6 shows the spectra for large hopping $J = 10g$ as the drive strength is increased. This drives the fluorescence peaks further apart.

There is a technicality involved in calculating the fluorescence spectrum. As the initial annihilation operator is applied, the disturbance travels across
Figure 5.6: Fluorescence spectra of the mean-field Jaynes-Cummings Hubbard model. Top panel: The Mollow triplet at small hopping (which is not resolved in this figure) broadens as the hopping rate increases. This effect can be thought of as off-resonant fluorescence as the photon and two-level system energies diverge with \( J \to \infty \) because we are considering fluctuations in a single cavity rather than the photon band. The right-hand panel shows that the triplet is further broadened by increasing drive strength. The blue circles correspond to the semiclassical calculation. They match well except at very small hopping (not visible on this scale). The red crosses are derived from the spin-chain model which is valid whenever the occupation is small. Discrepancies are only significant when a large drive strength increases the occupation. Bottom panel: Small hopping (\( J = 0.005g \)) spectra showing how the Mollow triplet splits as drive strength increases.
the lattice as the adjacent cavities see an altered photon field. As the number of nearest-neighbour $z$ increases, this effect disappears as $1/z$. In order to study this effect in more detail, we set up a lattice where each site is time-evolved within the mean-field approximation. As shown in figure 5.7 for small coordination numbers $z$ the spectrum has negative portions. This shows that the quantum regression theorem is strictly speaking not applicable.

However, as $z$ increases this effect vanishes: The effect on the sites adjacent to the one whose fluctuations we are studying scales as $1/z$. The back-action on the cavity under consideration therefore scales as $z \times \frac{1}{z} \times \frac{1}{z} = \frac{1}{z}$.

The lattices used to demonstrate this effect are one-dimensional and two-dimensional square lattices, as well as a Bethe lattice that branches out in such a way that the coordination number can be adjusted arbitrarily. The spectra shown in figure 5.6 refer to the large $z$ limit where mean-field theory as well as the quantum regression theorem are applicable.

Figure 5.7: Convergence of fluorescence spectra with increasing coordination number. While the one-dimensional mean-field chain exhibits spectra with significant negative (unphysical) parts, the negative portions disappear as the coordination number is increased as shown using a Bethe lattice.

---

$^3$The applicability requires a reservoir that is unchanged by the system operators, as well as a unitary time evolution [11].
5.4.3 The Spin-Chain Model

In addition to the numerical calculation, one may extract the locations of the fluorescence peaks from the spin-chain model. As the mean-field decoupled spin-chain model describes a single two-level system (with parameters that depend on the mean field steady state), the calculation for the Mollow triplet applies \[42\].

Applying the Laplace transformation \( \mathcal{L}[f(t)](s) = \int_0^\infty dt f(t)e^{-st} \), which allows us to directly impose the initial condition \( \tau^- \rho \), the equation of motion for fluctuations about the steady state is

\[
 s\rho = -i [H_{\text{MFSS}}, \rho] + \tau^- \rho_{\text{steady state}}. \tag{5.19}
\]

MFSS refers to the Hamiltonian in the restricted Hilbert space that is formed by the mean-field decoupling, and whose parameters are fixed at the steady state values. This equation can be re-written in terms of a vector

\[
 \rho^# = \begin{pmatrix} \frac{1+i}{2} & \phi & \phi^* & \frac{1-i}{2} \end{pmatrix}^T \tag{5.20}
\]
as

\[
 s\rho^# = M\rho^# + [\tau^-]^# \rho^#_{\text{steady state}} \tag{5.21}
\]

where

\[
 M = \begin{pmatrix}
 -\tilde{\kappa} & i(\tilde{f} - \tilde{J}\phi^*) & -i(\tilde{f} - \tilde{J}\phi) & 0 \\
 i(\tilde{f} - \tilde{J}\phi) & -i\Delta - \frac{\tilde{\kappa}}{2} & 0 & -i(\tilde{f} - \tilde{J}\phi) \\
 -i(\tilde{f} - \tilde{J}\phi^*) & 0 & i\Delta - \frac{\tilde{\kappa}}{2} & i(\tilde{f} - \tilde{J}\phi^*) \\
 \tilde{\kappa} & i(\tilde{f} - \tilde{J}\phi^*) & -i(\tilde{f} - \tilde{J}\phi) & 0 
\end{pmatrix}
\]

\[
 [\tau^-]^# \rho^#_{\text{steady state}} = \begin{pmatrix} 0 & 0 & \frac{1+i}{2} & \phi \end{pmatrix}^T.
\]

The fluorescence spectrum can be found by substituting \( s \to s_\nu = -i\nu + 0^+ \) as

\[
 S(\nu) = 2\Re \left[ \begin{pmatrix} 0 & 0 & 1 & 0 \end{pmatrix} (M - s_\nu I)^{-1} \begin{pmatrix} 0 \\ 0 \\ \frac{1+i}{2} \\ \phi \end{pmatrix} \right]. \tag{5.22}
\]
The locations of these peaks are shown in figure 5.6 as red crosses. They confirm the validity of the spin-chain model: When the drive strength is small enough that the relevant physics may be captured by a two-dimensional Hilbert space, the spin-chain model confirms the numerical results. However, as more excitations are added to the system, a single two-level system per site is no longer sufficient and a more complete description becomes necessary.

In order to calculate the emission from the upper polaritons, the same calculation may be repeated for the effective two-level system formed by the upper polariton and the vacuum state. The corresponding results are also shown in figure 5.6.

5.4.4 The Semi-Classical Model

In order to calculate the locations of the fluorescence peaks within the semi-classical model, we expand about the steady state coherent field $\phi \rightarrow \phi + \delta \phi$, the spin lowering operator $p \rightarrow p + \delta p$ and the $z$-spin component $s^z \rightarrow s^z + \delta s^z$ with $\delta \phi = \alpha e^{-i\eta t} + \beta^* e^{i\eta t}$, $\delta p = ce^{-i\eta t} + d^* e^{i\eta t}$ and $\delta s_z = he^{-i\eta t} + h^* e^{i\eta t}$.

In the basis of $(a, b^*, c, d^*, h)$ the locations of the emission peaks are given by the eigenvalues of the matrix

$$
\begin{pmatrix}
\delta_r - i\frac{\gamma}{2} & 0 & g & 0 & 0 \\
0 & -\delta_r - i\frac{\gamma}{2} & 0 & -g & 0 \\
-2gs_z & 0 & \delta_q - i\frac{\gamma}{2} & 0 & -2g\phi \\
0 & 2gs_z & 0 & -\delta_q - i\frac{\gamma}{2} & 2g\phi^* \\
gp^* & -gp & -g\phi^* & g\phi & -i\gamma
\end{pmatrix}
$$

(5.23)

$\delta_r = (\omega - \mu) - J$ and $\delta_q = \epsilon - \mu$. The resulting spectra are shown in figure 5.6 as blue circles. At small hopping and low drive strength (the left-hand edge of the left-hand panel) there is a mismatch between the semi-classical model and the numerics. This is because the semi-classical approximation requires a coherent photon state, which is not present in the strongly quantum mechanical regime of $J \ll g$. In all other regimes, there is an accurate match.

The annihilation and spin lowering operators can take complex expectation values, whereas the $z$-spin component is always real.

---

4The annihilation and spin lowering operators can take complex expectation values, whereas the $z$-spin component is always real.
with the numerics.
Chapter 6

Keldysh Path Integral
Formulation

Taking the Jaynes-Cummings Hubbard model beyond the mean-field treatment presented in the previous chapter, there are two limits that are intuitively easy to understand: When the hopping $J$ between cavities is large, the photons delocalise over the lattice, giving rise to a coherent photon state coupled to the two-level systems. In contrast, for small hopping $J$ we expect a mostly quantum mechanical treatment of strong on-site photon blockade with weak entanglement between sites to apply. While the latter justifies the use of time-evolving block decimation (see next chapter), the former suggests the applicability of a Keldysh path integral formulation where a saddle point approximation yields a spatially homogeneous ($k = 0$) state with Green functions describing second-order fluctuations about the mean-field state.

The approach of finding a saddle point solution and fluctuations has been applied previously in quantum optics to the related problem of out-of-equilibrium polariton condensation [16]. In this chapter we apply the same approach to the Jaynes-Cummings Hubbard model with dissipation and coherent drive on all sites.\(^1\)

---

\(^1\)The homogeneous coherent drive determines the phase of the saddle point solution. This is distinct from the calculation in [16] in that we do not need to account for phase fluctuations at all orders, whereas the phase symmetry in the polariton condensation problem is not broken externally making phase fluctuations relevant at all orders.
6.1 Saddle point equation

In this chapter we use a slightly different model to describe the same physical system of qubits in a cavity array: We represent the two-level systems as two fermionic degrees of freedom $a$ and $b$ with the constraint $b_i^\dagger b_i + a_i^\dagger a_i = 1$, such that $a^\dagger b$ and $b^\dagger a$ are lowering and raising operators for the two-level systems. The two-level systems decay by coupling each of the fermionic degrees of freedom to a separate set of freely evolving bath modes which can be integrated out. As these differences may have a significant effect on the physics, any quantitative comparison of this model with the Jaynes-Cummings Hubbard model as described in the previous chapters is difficult.

Altering our notation (in line with [16]), we start with the system Hamiltonian

$$
H = \sum_i \epsilon (b_i^\dagger b_i - a_i^\dagger a_i) + \sum_i \omega_c \psi_i^\dagger \psi_i + \sum_i \frac{g}{\sqrt{N}} \left(a_i^\dagger b_i \psi_i^\dagger + \text{h.c.}\right) \tag{6.1}
$$

$$
- t \sum_{\langle ij \rangle} \left(\psi_i^\dagger \psi_j + \text{h.c.}\right) - \mu \hat{N} + \sum_i f \left(\psi_i^\dagger + \psi_i\right). \tag{6.2}
$$

Throughout this chapter, the bosonic operators $\psi_i$ describe photons on site $i$, $t = J/z$ describes the hopping and the two-level systems are described by two fermionic operators $a_i$ and $b_i$ per site. The operator counting the total number of excitations in the system is $\hat{N} = \sum_i \left(b_i^\dagger b_i - a_i^\dagger a_i + \psi_i^\dagger \psi_i\right)$ and the Hamiltonian has been transformed to the frame rotating at the pump frequency $\mu$.

The reason for using two fermionic degrees of freedom to describe the two-level systems is the possibility of integrating out these degrees of freedom in order to arrive at a path integral in terms of a (rather complicated) action involving only the bosonic field. The condition $b_i^\dagger b_i + a_i^\dagger a_i = 1$ will be enforced on average by choosing appropriate occupation functions.

Absorbing the pump frequency $\mu$ into the photon and two-level system energies ($\tilde{\epsilon}$ and $\tilde{\omega}_c$), representing the photon operators in Fourier space with $\omega_k = \omega_c - zt \cos k$ and using freely-evolving bosonic and fermionic baths, we
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have the action terms

\[
S_{\text{total}} = S_{\text{system}} + S_{\text{baths}} \tag{6.3}
\]
\[
S_{\text{system}} = \sum_k \bar{\psi}_k (i \partial_t - \tilde{\omega}_k) \psi_k + \sum_{i,k} \phi_i \left( i \partial_t - \epsilon_i \sigma^x - g (\bar{\psi}_k e^{i k \cdot r_i} \sigma^- + \psi_k e^{-i k \cdot r_i} \sigma^+) \right) \phi_i \tag{6.4}
\]
\[
S_{\text{baths}} = \sum_p \bar{\Psi}_p (i \partial_t - \omega_p^\psi) \Psi_p + \sum_i \bar{\Phi}_j (i \partial_t - \omega_p^\phi) \Phi_j - \sum_{ij} \left( g_{ij}^A (\bar{A}_j a_i + A_j \bar{a}_i) + g_{ij}^B (\bar{B}_j b_i + B_j \bar{b}_i) \right) + \sum_{pk} \left( \bar{\Psi}_p \bar{\psi}_k + \Psi_p \bar{\psi}_k \right) \tag{6.5}
\]

where \( \phi_i = (b_i, a_i) \) describes the fermions and the Pauli matrices \( \sigma \) act on the \((b,a)\) space. By stipulating that reservoirs be unaffected by system operators and integrating over bath modes, the reservoir operators can be turned into effective decay rates \([16]\).

By transforming to classical and quantum operators on the closed time contour as described in the introduction and using the sum over Fourier modes \( \lambda_{q,cl} = \frac{1}{\sqrt{N}} \sum_k \psi_{q,cl}(k)e^{-ik\cdot r_i} \) the action can be written as

\[
S = \sum_k \left( \bar{\psi}_{cl}(k) \bar{\psi}_q(k) \right) D^{-1} \left( \begin{array}{c} \psi_{cl}(k) \\ \psi_q(k) \end{array} \right) \tag{6.5}
\]
\[
+ \sum_i \left( \bar{b}_{cl} \bar{a}_{cl} \bar{b}_q \bar{a}_q \right) G^{-1} \left( \begin{array}{c} b_{cl} \\ a_{cl} \\ b_q \\ a_q \end{array} \right) \tag{6.6}
\]
\[
- \sqrt{2} f \left( \bar{\psi}_q(0) + \psi_q(0) \right) \tag{6.7}
\]
where

\[
G^{-1} = \begin{pmatrix}
0 & -\frac{g}{\sqrt{2}}\lambda_{q} & i\partial_{t} + \tilde{\epsilon} - i\gamma \\
-\frac{g}{\sqrt{2}}\tilde{\lambda}_{q} & 0 & -\frac{g}{\sqrt{2}}\lambda_{cl} \\
i\partial_{t} - \tilde{\epsilon} + i\gamma & -\frac{g}{\sqrt{2}}\lambda_{cl} & 2i\gamma F_{B} \\
-\frac{g}{\sqrt{2}}\tilde{\lambda}_{cl} & i\partial_{t} + \tilde{\epsilon} + i\gamma & -\frac{g}{\sqrt{2}}\lambda_{q} \\
\end{pmatrix}
\]  

(6.8)

is the inverse fermionic Green function and

\[
D^{-1} = \begin{pmatrix}
0 & i\partial_{t} - \tilde{\omega}_{k} - i\kappa \\
i\partial_{t} - \tilde{\omega}_{k} + i\kappa & 2i\kappa \\
\end{pmatrix}
\]  

(6.9)

is the inverse photon Green function. \(\kappa\) and \(\gamma\) are the photon and two-level system decay rates, respectively, and \(F_{A} = -1\) and \(F_{B} = 1\) describe the occupation of the decay baths corresponding to the fermionic degrees of freedom (assuming the two-level systems to decay into an empty bath).

In the path integral

\[
Z \propto \int \prod \mathcal{D}(\bar{\psi}_{i}, \psi_{i}) \prod \mathcal{D}(\bar{a}_{i}, a_{i}, \bar{b}_{i}, b_{i}) \ e^{i\int C d\sigma_{K} S} 
\]  

(6.10)

the action is now quadratic in the \(a_{s}\) and \(b_{s}\) and one can hence integrate over the fermionic degrees of freedom in order to obtain the effective action

\[
S = S_{0} - i\text{tr} \log G^{-1}. 
\]  

(6.11)

The corresponding saddle point \(\frac{\partial S}{\partial \psi_{q}(0)} = 0\) for the \(k = 0\) classical field is

\[
(-\tilde{\omega}_{0} + i\kappa) \psi_{cl}(0) - \sqrt{2} f = i\text{tr} \left( G \frac{\partial G^{-1}}{\partial \psi_{q}(0)} \right) 
\]  

(6.12)

with

\[
\frac{\partial G^{-1}}{\partial \psi_{q}(0)} = -\frac{g}{\sqrt{2N}}\sigma^{-} \sigma_{K}^{0}. 
\]  

(6.13)

Here we use Pauli matrices with subscript \(K\) acting on Keldysh \(\text{(cl, q)}\) space.
Defining $E = \sqrt{\tilde{\epsilon}^2 + g^2 |\psi_f|^2}$, the trace term becomes:

$$G^K_{ba}(\nu) = -4i\gamma g \sqrt{N} \psi_f \frac{\tilde{\epsilon} + i\gamma}{N} \left( (\nu - i\gamma)^2 - E^2 \right) \left( (\nu + i\gamma)^2 - E^2 \right). \quad (6.14)$$

Here we are using the forward field $\psi_f$ which corresponds to the physical field in the cavity. Integrating over frequencies $\nu$ by the residue theorem of complex analysis we find

$$(-\tilde{\omega}_0 + i\kappa) \psi_f - f = -g^2 \psi_f \frac{\tilde{\epsilon} + i\gamma}{2(E^2 + \gamma^2)}. \quad (6.15)$$

This is the mean-field equation. Due to the presence of the coherent pump term there is no $\psi_f = 0$ solution. The pump not only defines a non-zero coherent field amplitude, but also sets the phase of the photon field. As a result, we need to take into account anomalous as well as normal self-energies when calculating the luminescence spectrum using second order fluctuations. However, there is no need to consider phase fluctuations at all orders as in the case of incoherently driven exciton polaritons described in [16]. For small decay rates and to leading order in the photon field, the mean-field equation for the case where the two-level systems are resonant with the $k = 0$ photon mode and pumped at the lower polariton may be approximated by the cavity response relation

$$f = -4g\psi_f |\psi_f|^2. \quad (6.16)$$

Figure 6.1 shows how the Keldysh saddle point result for the coherent field compares with the semiclassical result. The two results do not match perfectly, but deviations at small drive strength are small. The discrepancy is not unexpected given that the two approaches implement different Hamiltonians: The Keldysh approach splits the two-level systems into fermionic degrees of freedom $a$ and $b$ whose constraint $a^\dagger a + b^\dagger b = 1$ is imposed on average, but not exactly at the microscopic level [64]. Additionally, the dissipative terms associated with $a$ and $b$ differ from the Lindblad form described in previous chapters in that each of the fermionic degrees of freedom is coupled to a

\[\text{The denominator is equivalent to (the maybe more familiar expression)}\]

\[((\nu - E)^2 + \gamma^2) ((\nu + E)^2 + \gamma^2).\]
separate decay bath.

![Figure 6.1: Comparison of the Keldysh and semiclassical photon expectation values $\psi = |\langle a \rangle|$ as a function of drive strength. The match is not perfect, but very good.](image)

### 6.2 Fluctuations and luminescence

The luminescence spectrum can be determined from the photon Green function. By expanding about the saddle point, $G^{-1} = G_{sp}^{-1} + \delta G^{-1}$, and writing the inverse photon Green function $D^{-1}$ in the basis

$$
\begin{pmatrix}
\psi_{cl}(k, \omega) \\
\psi_{cl}^*(\bar{k}, -\omega) \\
\psi_{q}(k, \omega) \\
\psi_{q}^*(\bar{k}, -\omega)
\end{pmatrix}
$$

one can find the self-energies as convolutions of pairs of components of $G$, corresponding to a single loop approximation. Integration is possible via the residue theorem, and summing over the appropriate residues symbolically in
Mathematica we obtain inverse photon Green functions of the form

\[
(D^{-1})^R = \begin{pmatrix} K_1(\omega) & K_2(\omega) \\ K_2(-\omega)^* & K_1(-\omega)^* \end{pmatrix}
\]

\[
(D^{-1})^K = \begin{pmatrix} L_1(\omega) & L_2(\omega) \\ -L_2(\omega)^* & L_1(-\omega) \end{pmatrix}
\]

Inverting these, once again symbolically in Mathematica, one can find

\[
S = \frac{i}{2} \left[ D^K(1, 1) - (D^R(1, 1) - D^A(1, 1)) \right]
\]

in terms of the different photon Green functions, which can be shown to be equal to the luminescence spectrum.

The spectra found in the Keldysh approach are not the same as those in the previous chapter. This is because we previously calculated the single-cavity fluctuations, whereas the Keldysh approach treats fluctuations in the delocalised \( k = 0 \) Fourier mode. Additionally, the Keldysh spectra do not take into account the possibility of \( k = 0 \) fluctuations consisting of pairs of non-zero momentum fluctuations that add up to zero. Specifically, it is possible for higher order correlation functions to allow excitations where at least two pairs of momenta add up to a \( k = 0 \) excitation, which may then be occupied by \( D^K \). Such correlation effects may be assumed to be particularly strong at small bandwidth and require a treatment beyond linearised fluctuation theory.

It is possible to analyse the zeros of the inverse retarded Green function in the limit of \( \gamma, \kappa \to 0 \) and small \( \psi \) analytically. The locations of the fluorescence peaks are given by \( \pm (2g - g|\psi_f|^2) \) and \( \pm 2\sqrt{2}g|\psi_f|^2 \). The full spectrum is shown in figure 6.2. It shows the four peaks described by the retarded Green function, as well as a zero frequency peak. In addition to an elastic peak, there is a finite-width occupation at \( \omega = 0 \). As there is no pole in \( D^R \) at \( \omega = 0 \), this is purely an occupation effect described by the Keldysh Green function.
Figure 6.2: Top panel: Zero momentum spectrum as calculated in the Keldysh approach. The spectrum is different from that of the mean-field approach, as explained in the text. Bottom panel: Zeros of the inverse retarded Green function as a function of the (classical) coherent field.
Chapter 7

Time-Evolving Block Decimation

Going beyond mean-field theory in the small hopping limit can be achieved by time-evolving block decimation. As described in the introduction, this is a method of systematically eliminating degrees of freedom in the entanglement between the sites that are of no or little relevance to the physics.

7.1 Implementation

Using the same notation as in the introduction, we express the density matrix $\rho$ as a product of on-site matrices $\Gamma$ and diagonal bond matrices $\Lambda$ of dimension $\chi$-by-$\chi$. In order to make the problem tractable, we use the spin-chain Hamiltonian and density matrix equation described in equation (5.4). For each site, there are $d = 4$ matrices — the 2-dimensional Hilbert space gives rise to four degrees of freedom in the density matrix, which we will express in terms of the Pauli basis $\{I, \sigma^x, \sigma^y, \sigma^z\}$.

As the initial state we choose the empty state $(I - \sigma^z)/2$. Like in many of the more recent publications on time-evolving block decimation, we make a small modification to the singular value decomposition step of the time-evolution: After applying the evolution operator $P$, we do not perform the decomposition on the matrix $P\Gamma^j L^2 \Gamma^{j+1}$. Instead we decompose...
Λ^{L−1}P\Gamma^jL\Lambda^L\Gamma^j\Lambda^L\Lambda^{L+1}, discard all but the first χ singular values, and then pre- and post-multiply the resulting new Γ matrices by the inverse matrices \([\Lambda^{L−1}]^{-1}\) and \([\Lambda^{L+1}]^{-1}\), respectively. This is known to improve the stability of the algorithm. The matrix inversion is performed numerically by imposing a cutoff on the bond matrix values.

Our system of choice consists of ten cavities with open boundary conditions. Near the end points of the chain we restrict the bond dimension χ to \(d^L\) at distance \(L\) from the nearest boundary, in line with the maximum possible entanglement between states.

### 7.2 Results

As in the mean-field calculation in Chapter 5, the focus of our analysis is the calculation of the photon expectation value \(|\langle a \rangle|\) as a function of pump frequency \(μ\). In particular, we are interested in the region of the anti-resonance and bistability in a chain of cavities beyond mean-field theory.

Our implementation uses a chain of ten cavities with open boundary conditions and coherent drive and dissipation on each site as described previously. Unlike in the mean-field calculation, we no longer use the on-site field to represent the effect of an infinite number of nearest neighbours. Instead even for bond dimension \(χ = 1\) corresponding to only classical correlations between cavities, it is the two adjacent sites’ field that is seen by each cavity. Due to the finite length of the chain, homogeneity along the chain is lost. We thus study the photon field in the central cavities.

In addition to these differences between the mean-field calculation of Chapter 5 and this finite system, we expect the quantum mechanical correlations between sites to have a significant effect: In particular, where previously the system showed bistability by self-consistently evolving in time towards one of two different steady state density matrices, we now expect only one steady state density matrix with a bimodal probability distribution. This is because the full density matrix of the entire system is an ensemble average over all states and is as such single-valued. There is thus only one steady state density matrix replacing the self-consistency condition of mean-field
The numerical calculation is performed by time-evolving the density matrix within TEBD until a steady state is reached. This is done for a range of drive frequencies, and the previous calculation’s steady state is used as the initial condition for the calculation at the next drive frequency. Figure 7.1 shows the results of this calculation for two different values of hopping $J$. Most notably, the anti-resonant feature persists with quantitative modifications as quantum correlations between sites are included in the calculation. As the entanglement between sites grows with increasing hopping, a small bond dimension can only describe the small hopping limit.

Figure 7.1: Expectation value of the photon operator in one of the two central cavities as a function of pump frequency for two different values of hopping $J$. We use the steady state of the time evolution at the previous pump frequency as initial conditions for the next pump frequency. For bond dimension $\chi = 1$ this gives rise to bistability, which is shown by plotting the expectation values for both increasing and decreasing drive frequencies.
**Photon expectation value**  Figure 7.1 shows the steady state values of the coherent photon field as a function of pump frequency for values of hopping $J = 0.02g$ (at the onset of bistability in the mean-field calculation) and $J = 0.03g$ (in the bistable regime in the mean-field calculation). As the truncation of the Schmidt coefficients can introduce small errors at every time step, figure 7.1 includes error bars for points where the error was larger than the point size. These small errors can also slightly break the symmetry between odd and even sites.

For bond dimension $\chi = 1$, corresponding to only classical (‘mean-field-like’) correlations between sites, the overall anti-resonant feature along with a region of bistability are preserved. However, due to the loss of homogeneity, additional features appear even without quantum correlations. For $\chi = 21$, many of the sharp features are lost, although the overall anti-resonance is still present.

Unlike the anti-resonance, the bistable behaviour that was present in the infinite system within mean-field theory has disappeared from the $\chi = 21$ results. This is not surprising, as one would expect the bistable behaviour to turn into bimodality in the full quantum system: There can only be one density matrix of the full quantum system, which is determined by an ensemble average over all states. In the mean-field calculation, the self-consistent determination of the (effectively single-site) density matrix allowed two different steady state solutions. In the full quantum treatment, these solutions turn into weighted components of the full density matrix.

For bimodality, one would expect a strongly mixed quantum state. This is indeed present, as can be deduced from the magnitude of the Bloch vector of the single site density matrix shown in figure 7.2. Here, we write the single site density matrix in Pauli matrix components as $\rho = \frac{1}{2}(I + \vec{s} \cdot \vec{\sigma})$ with the Bloch vector $\vec{s}$. In this notation, the magnitude of $\vec{s}$ in the $xy$ plane, $s = \sqrt{(s^x)^2 + (s^y)^2}$, determines the photon expectation value $|\langle a \rangle|$. The anti-resonance and the location of the bistability within mean-field theory mark a region where the otherwise pure (coherent) state becomes significantly mixed, which corresponds to low coherence but large occupation. However, even the mean-field calculation gives rise to mixed states as entanglement with the
environment gives rise to loss of coherence.

![Graph showing Bloch vector length and phase](image)

Figure 7.2: Length and phase of the Bloch vector for $\chi = 21$. The transition from a pure to a mixed and back to a pure state is clearly visible.

**Full state tomography** In addition to the eigenvalues of the density matrix represented by the magnitude of the Bloch vector, one can extract phase information, allowing us to perform full state tomography of the single site density matrix. Figure 7.2 also shows the phase of the Bloch vector in the $xy$ plane, $\arctan \frac{y}{x}$, over the same range of pump frequencies $\mu$. Across the resonant and anti-resonant features the phase changes rapidly as expected near a resonance.

In order to investigate further the nature of the steady state density
matrix, one may analyse the Wigner quasi-probability distribution

\[ W(\alpha, \alpha^*) = \frac{1}{\pi^2} \int d^2 \beta e^{-i(\beta \alpha^* + \alpha \beta^*)} \text{tr} \left( e^{i(\beta a^1 + \beta^* a)} \rho \right) \]  

(7.1)

for signatures of bimodality. Here, \( \rho \) is the density matrix in the full bosonic Hilbert space. By only considering states within the restricted (spin-chain) Hilbert space, one can show that the Wigner distribution becomes

\[ W(\alpha, \alpha^*) = \frac{2}{\pi} \int_0^\infty dx \left[ \left( 1 - \frac{x^2}{2} (1 - s^z) \right) xe^{-x^2/2} J_0(2|\alpha|x) \right] \]  

(7.2)

\[ - \frac{1}{\pi} s \cos(\theta - \tau) \int_0^\infty dx \left[ x^2 e^{-x^2/2} J_1(2|\alpha|x) \right]. \]  

(7.3)

Here, \( \theta \) and \( \tau \) are the phase angles of the Bloch vector in the \( xy \) plane and of \( \alpha \), respectively. \( s^z \) is the \( \sigma^z \) component of the steady state density matrix and \( s \) is the length of the Bloch vector in the \( xy \) plane. The angular integrals in equation (7.1) give rise to the Bessel functions \( J_0 \) and \( J_1 \).

As the space of single site states is only spanned by the two states of the effective two-level system, and as the mixed states are possible simply through entanglement with the environment, the Wigner function does not provide significant information beyond what is encoded in the eigenvalues of the density matrix (or the Bloch vector, respectively). In particular, it does not confirm bimodality. In order to fully understand bimodality, one would need to study correlations between sites, as these correlations induce the bistable behaviour through self-consistency in the mean-field calculation and the suspected bimodal behaviour in the case of the full (or within TEBD approximate) quantum system. For completeness, the on-site Wigner distribution is shown in figure 7.3.
7.2. RESULTS

Figure 7.3: Top panel: On-site Wigner distribution corresponding to the $J = 0.03g$, $\chi = 21$ parameter set used in the previous two figures at $(\mu - \omega)/g = -1.021$ [$s^x = 0.0946$, $s^y = 0.1317$, $s^z = -0.3310$]. Bottom panels: Corresponding Wigner distributions obtained for the two steady state solutions for $J = 0.03g$ and $\chi = 1$. [Bottom-left panel: decreasing $\mu$, $s^x = -0.0053$, $s^y = 0.0776$, $s^z = -0.4939$. Bottom-right panel: increasing $\mu$, $s^x = -0.1357$, $s^y = 0.1582$, $s^z = -0.0484$.] The distributions are akin to number states with weak phase dependence. By eye, the $\chi = 21$ distribution looks like a combination of the two $\chi = 1$ solutions.
Part III

Linewidth Narrowing of Qubits in a Cavity
Chapter 8

Several Qubits in a Cavity

In this chapter we study decay processes in a strongly coupled quantum optical system. With light-matter coupling being large compared with the energy scale on which the density of states of the dissipative environment varies, we find that the correct treatment involves the determination of decay rates for the system eigenmodes, rather than for its light and matter constituents separately. Specifically, we investigate the transmission spectrum of a set of qubits coupled strongly to a single cavity. We show that for $1/f$ noise the dephasing-dominated linewidth can both increase and decrease with qubit number, depending on the number of qubits and whether all qubits couple to a single or separate dephasing baths. Experiments performed by Johannes Fink at ETH Zurich, published in [3], have seen a decrease in the linewidth of the collective Rabi peaks of qubits coupled to a microwave resonator as the number of qubits is increased from one to three. This effect is surprising as a na"ive Master equation calculation of phase evolution and separate Lindblad terms for photons and qubits can only give rise to a constant or increasing linewidth. The experiments were done in the limit where dephasing was the dominant decay channel and the system was weakly driven.

As discussed in the introduction the dissipative coupling of $N$ qubits to external environments may, under certain idealised conditions, be described

\footnote{performed by Johannes Fink at ETH Zurich, published in [3]}
by Lindblad terms in the equation of motion of the system density matrix,

\[ \dot{\rho} = -i[H, \rho] + D. \]  

(8.1)

The decay term \( D \) in the problem at hand is given by \( D = \frac{\gamma_\parallel}{2} \sum_i \mathcal{L}[\sigma_i^z] + \frac{\gamma_\perp}{2} \sum_i \mathcal{L}[\sigma_i^-] \) if each qubit couples independently to a separate environment, or by \( D = \frac{\gamma_\parallel}{2} \mathcal{L}[\sum_i \sigma_i^z] + \frac{\gamma_\perp}{2} \mathcal{L}[\sum_i \sigma_i^-] \) in the case where collective system operators \( \sum_i \sigma_i \) couple jointly to a single environment. The corresponding total linewidths are \((2\gamma_\parallel + \frac{\gamma_\perp}{2})\) and \((2\gamma_\parallel + N \frac{\gamma_\perp}{2})\), respectively. The factor of \( N \) enhancing the linewidth in the collective case arises due to constructive interference of different decay pathways. This effect is related to that of superradiant emission of light from a collection of spins prepared in their excited states \([65]\). Constructive interference between the individual spins constituting a collective symmetric state enhances the emission probability of photons.

The idea of our approach is to re-derive an effective equation of motion for the system (qubits and cavity) by tracing out the bath degrees of freedom. However, we need to account for the strong coupling of light and matter degrees of freedom first and find decay terms for the actual eigenmodes of the system \([66]\). These eigenmodes determine the frequencies at which the decay baths are sampled and hence affect the effective decay rates in the context of frequency-dependent noise. As transitions between eigenstates scale with the collective Rabi frequency, which increases with qubit number, the effective dephasing rate is expected to decrease. The decay terms in this approach are naturally obtained in terms of the system’s eigenstates, rather than added Lindblad operators added to the density matrix equation of motion \textit{ad hoc}. The importance of phrasing problems involving open strongly coupled systems in terms of their eigenstates was pointed out for the Jaynes-Cummings model by \([36]\). Experiments on quantum dots \([67, 68]\) have seen the frequency dependence of sampling a dephasing bath (in this case longitudinal acoustic phonons) with a non-trivial density of states.
8.1 Born-Markov approximation and secularisation procedure

In order to describe the effect of the baths on the density matrix of the strongly-coupled system, we follow the Bloch[69]-Redfield[70] approach. Like in Part I, we will make a Born-Markov approximation. In order to preserve positivity of the density matrix we will then secularise the decay terms\(^2\).

Ultimately we wish to find the transmission spectrum of the cavity, \(\langle a^\dagger a \rangle\) as a function of pump frequency. Working at very low pump powers, corresponding to the linear response regime, we can neglect the coherent pump term for now and work with the Hamiltonian operators \(H = H_{\text{sys}} + H_{\text{baths}} + H_{\text{int}}\) describing the system, a separate free bosonic bath for each qubit, and the coupling between those two terms. We will later investigate the difference between each qubit being coupled to a separate dephasing bath, as compared with all qubits coupling collectively to a single bath. Using the Hamiltonians

\[
H_{\text{sys}} = \omega a^\dagger a + \sum_{i=1}^{N} \frac{\epsilon_i}{2} \sigma_i^z + \sum_{i=1}^{N} g_i (\sigma_i^+ a + \text{h.c.}) \\
H_{\text{int}} = \sum_{i,q} \gamma_q \left(\frac{\sigma_i^z}{2}\right) \left( b_{iq}^\dagger + b_{iq} \right) \\
H_{\text{baths}} = \sum_{iq} \beta_{iq} b_{iq}^\dagger b_{iq}
\]

the coupling to baths describes dephasing (i.e. coupling the \(z\)-component of each of the spins to a separate bosonic freely-evolving bath).

As a first step, we transform to the interaction picture,

\[
\tilde{H}_{\text{int}} = \sum_i P_i(t) \Phi_i(t) \\
P_i(t) = e^{iH_{\text{sys}}t} \left( \frac{\sigma_i^z}{2} \right) e^{-iH_{\text{sys}}t} \\
\Phi_i(t) = \sum_q \gamma_q \left( b_{iq}^\dagger e^{-i\beta_{iq}t} + \text{h.c.} \right).
\]

\(^2\)i.e. we eliminate in the interaction picture the time-dependence of the decay terms
and formally integrate the von Neumann equation of motion for the density operator

\[ \dot{\rho} = -\text{tr}_R \int_{-\infty}^{t} dt' [H_{\text{int}}, [H_{\text{int}}, \rho]]. \quad (8.8) \]

The decay baths have correlation functions

\[ \langle \Phi_i(t) \Phi_j(t') \rangle = \int_{-\infty}^{\infty} d\nu J(\nu) \left[ (n(\nu) + 1)e^{-i\nu(t-t')} + n(\nu)e^{i\nu(t-t')} \right] \delta_{ij} \quad (8.9) \]

with \( J(\nu) \propto \Theta(\nu)/\nu \). \( n(\nu) \) are the occupation functions of the bosonic baths and we define the terms in square brackets to be \( f_\nu(t - t') \). The trace over bath degrees of freedom can now be converted into integrals, giving

\[ \dot{\rho} = -\sum_{i=1}^{N} \int_{-\infty}^{\infty} d\nu J(\nu) \int_{-\infty}^{t} dt' \left[ (P_i(t)P_i(t'))\rho(t) - P_i(t')\rho(t)P_i(t) \right] f_\nu(t - t') \]

\[ + \left[ -P_i(t)\rho(t)P_i(t') + \rho(t)P_i(t')P_i(t) \right] f_\nu(t' - t) \quad (8.10) \]

Here, we have made use of the Born-Markov approximation leaving the reservoirs unaffected by the system and eliminating any time non-local effects mediated by the baths. This amounts to a perturbative calculation similar to that described in Part I.

The time-integrals can be performed analytically, whereas the integration over frequency can only be done numerically due to the non-trivial terms \( J(\nu) \) and \( n(\nu) \). However, introducing projection operators onto energy eigenstates
of the system Hamiltonian (denoted by Greek letters)

\[
\int_{-\infty}^{t} dt' \int_{-\infty}^{\infty} d\nu \Pi_{\gamma} P_{i}(t') f_{\nu}(t - t') \Pi_{\delta} = |\gamma\rangle \langle \gamma| \sigma_{z}^{i} |\delta\rangle \langle \delta| \left( \pi(n(E_{\delta} - E_{\gamma}) + 1)J(E_{\delta} - E_{\gamma}) - iP \int_{-\infty}^{\infty} d\nu \frac{n(\nu) + 1}{\nu + E_{\gamma} - E_{\delta}} J(\nu) \right) e^{-i(E_{\delta} - E_{\gamma})t} \\
+ \pi n(E_{\gamma} - E_{\delta}) J(E_{\gamma} - E_{\delta}) + iP \int_{-\infty}^{\infty} d\nu \frac{n(\nu) J(\nu)}{\nu - E_{\gamma} + E_{\delta}} e^{-i(E_{\delta} - E_{\gamma})t} \\
\equiv |\gamma\rangle \langle \gamma| \sigma_{z}^{i} |\delta\rangle \langle \delta| (A_{\delta\gamma} - iB_{\delta\gamma}) e^{-i(E_{\delta} - E_{\gamma})t} \tag{8.11}
\]

we see that the terms separate into real and imaginary (or \(\delta\)-function and principal value) parts. The direct application of the Born-Markov approximation does not yield decay terms of Lindblad form, and thus violates positivity of the density matrix. It is known [13] that the exclusion of all terms with a time-dependence in the interaction picture recovers the correct Lindblad form. As a result, we find two contributions towards the dephasing channel, \(\dot{\rho}_{\text{dephasing}} = \mathcal{L}_{d} + i[H_{s}, \rho]\): a set of decay terms in Lindblad form \((\mathcal{L}_{d})\) and a phase evolution \((i[H_{s}, \rho])\) due to an effective Hamiltonian shift, which we may view as a Lamb shift. Absorbing various constants, these are

\[
\mathcal{L}_{d} = - \sum_{i\alpha\beta\gamma\delta} \left( 2r_{\gamma\delta}^{\dagger} pr_{\beta\alpha}^{\dagger} - r_{\beta\alpha}^{\dagger} r_{\gamma\delta} - pr_{\beta\alpha} r_{\gamma\delta} \right) \delta(E_{\alpha} - E_{\beta} + E_{\gamma} - E_{\delta}). \tag{8.12}
\]

and

\[
\mathcal{L}_{s} = i[H_{s}, \rho] \tag{8.13}
\]

\[
H_{s} = \sum_{i\alpha\beta\gamma\delta} \left[ B_{\alpha\beta\gamma\delta} \langle \alpha | \langle \beta | | \gamma \rangle \langle \gamma | \langle \delta | \delta \rangle \right] \delta(E_{\alpha} - E_{\beta} + E_{\gamma} - E_{\delta}) \\
= \sum_{i\alpha\beta\delta} \left[ B_{\alpha\beta\gamma\delta} \langle \alpha | \langle \beta | \langle \delta | \delta \rangle \right] \delta(E_{\alpha} - E_{\delta}). \tag{8.14}
\]
The $r^i_{\alpha\beta}$ are re-scaled spin components in the energy basis,

$$r^i_{\alpha\beta} = \sqrt{A_{\alpha\beta}} |\alpha\rangle \langle \alpha| \left( \frac{\sigma^i}{2} \right) |\beta\rangle \langle \beta|.$$  \hspace{1cm} (8.15)

By combining terms in equation (8.12), it can be shown that this is of Lindblad form and hence preserves positivity. Considering the entire sum in equation (8.14), it is easy to see that the effective Hamiltonian is hermitian as required.

### 8.2 Implementation

The full equation of motion, of which we wish to find the steady state, is

$$\dot{\rho} = -i[H_{\text{sys}}, \rho] + \kappa \mathcal{L}[a] + \gamma \mathcal{L}_d + i\gamma[H_s, \rho]$$  \hspace{1cm} (8.16)

where $\mathcal{L}[a]$ is a photon decay term with small decay rate $\kappa$.

The overall scale of the dephasing bath density of states $J(\nu)$ is a priori unknown and thus determined from the (experimental) linewidth of a single qubit by fitting the parameter $\gamma$. The fitting procedure is performed by using the value of $\gamma$ as an input parameter for our calculation and iteratively approaching the value of $\gamma$ which is consistent with the experimental linewidth.

We implement the equation of motion in Matlab, writing the right-hand side as a superoperator $\rho^\#$. The Hilbert space for $N$ qubits in a cavity is restricted to $(N+2)$ dimensions (empty state, single photon, each of the spin-up states with no photons), giving rise to an $(N+2)^2$-by-$(N+2)^2$ superoperator, of which we find the steady state as the eigenvector corresponding to the zero eigenvalue. This restriction to $N+2$ states is justified for weak drive strength.

In the linear response regime (weakly driven — the pump is added to the Hamiltonian as $f(a^\dagger + a)$) we only need to calculate the decay terms at a single pump frequency as they only depend on energy differences, which are unaffected by shifts in the pump frequency.
The problem involves almost degenerate energy levels which can cause numerical issues when solving the density matrix equation of motion. In order to correctly implement the $\delta$-function constraint on allowed transitions, we need to allow for numerical errors without introducing any time dependence in the interaction picture. This turns out to work best by choosing $|E_\alpha - E_\beta + E_\gamma - E_\delta| < \min_{i \neq j} |E_i - E_j|$, i.e. choosing the smallest possible transition between energy levels as the cutoff. This choice seems robust against numerical errors. Furthermore, better numerical stability is achieved by initially diagonalising the $(N+1)$-by-$(N+1)$ Hamiltonian that excludes the vacuum state and adding the empty state (which is only coupled through the pump term) at the end.

The occupation function $n(\nu)$ is a Bose-Einstein distribution at very low temperature, but most of our results were obtained for zero temperature corresponding to empty decay baths, as experimentally $k_B T \ll g$. At low frequency the bath density of states $J(\nu)$ and the occupation function $n(\nu)$ need to be cut off to avoid divergences in our numerical calculation. We take them smoothly to zero over a small range. The exact choice of range does not affect the numerical results. Any principal values of the form $\frac{1}{\nu-x}$ are smoothed by using $\text{Re}\frac{1}{\nu-x+i\epsilon}$ for very small $\epsilon$.

8.3 Results

Using the implementation described in the previous section, we find the photon response to weak driving as $\langle a^\dagger a \rangle$ as a function of pump frequency. The calculation shown above assumes that all qubits couple individually to separate dephasing baths. The calculation for the case where all qubits couple
collectively to a single decay bath is analogous: We simply use

\[
H_{\text{sys}} = \omega a^\dagger a + \sum_{i=1}^{N} \frac{\epsilon_i}{2} \sigma_i^z + \sum_{i=1}^{N} g_i \left( \sigma_i^+ a + \text{h.c.} \right) \tag{8.17}
\]

\[
H_{\text{int}} = \sum_q \gamma_q \left( \sum_i \left( \frac{\sigma_i^z}{2} \right) \right) (b_q^\dagger + b_q) \tag{8.18}
\]

\[
H_{\text{baths}} = \sum_q \beta_q b_q^\dagger b_q, \tag{8.19}
\]

replace equation (8.6) by

\[
P(t) = e^{iH_{\text{sys}}t} \left( \sum_i \left( \frac{\sigma_i^z}{2} \right) \right) e^{-iH_{\text{sys}}t} \tag{8.20}
\]

and take the summation signs relating to sums over qubits \(i\) in all subsequent equations inside the corresponding terms.

As shown in Figure 8.1, the linewidth decreases monotonically with qubit number when the coupling is collective, whereas there is an increase followed by a decrease when all qubits are coupled individually to separate baths. A heuristic explanation for this behaviour is as follows: With increasing number of qubits we always expect the linewidth to decrease as \(1/\sqrt{N}\) (because the transition energies scale as \(\sqrt{N}\)). However, when each qubit dephases individually, the number of decay channels increases as \(N\) because the eigenstates are delocalised over all qubits and so every eigenstate couples to every decay bath. This gives rise to an initial increase in the effective decay rate (linewidth).

For all these calculations we have used a value of 1 for spin operators in the excited state and 0 in the ground state. This is to ensure a trace that does not grow with qubit number in the restricted Hilbert space we are working in. The energy shift due to this transformation is negligible as discussed in the appendix (section 8.5), but was included for completeness in the numerical calculations.

Figure 8.2 shows a comparison with the experimental results. The only fit parameter used was the coupling strength \(\gamma\), which was calculated for the
one qubit ($N = 1$) case and kept the same for $N = 2, 3$.

By varying the detuning between a single qubit and the cavity mode, we can investigate the effect of the dephasing in more detail. For a single qubit coupled to the photon mode, the eigenstates without pump and decay are upper and lower polaritons. As the detuning is varied through resonance, we expect a shift towards the photon and qubit weights for the respective polaritons. However, an additional effect should be visible (and in fact dominant) in the spectrum: As the decay is largely due to dephasing with the purely photonic linewidth being significantly smaller, a polariton with large photon weight should have a small linewidth (and saturate at the bare cavity linewidth). Equally, the linewidth should decrease for the qubit-dominated polariton as it samples the decay bath at a Rabi frequency that is increased by the presence of the detuning, $\sqrt{g^2 + \Delta^2}$ rather than $g$ for detuning $\Delta$. As a result we see in figure 8.3 that the linewidth is near its maximum on resonance and decreases towards both positive and negative detuning.
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8.4 Scaling of peak height and two-level model

The entire calculation described above is only valid in the linear response regime, i.e. when the drive strength is small enough for the energy levels to be unaffected and the two-level systems not to be saturated. Beyond linear response, when saturation effects become important, one would expect power broadening of the Rabi peaks. We can determine the scaling of the peak heights and linewidths using an analytical model for a single qubit in a cavity. The undriven system Hamiltonian for 0 and 1 excitations is

\[
H = \frac{\epsilon}{2}\sigma^z + \omega a^\dagger a + g (\sigma^+ a + h.c.)
\]

\[
= \begin{pmatrix}
\frac{\epsilon}{2} & g & 0 \\
g & \omega - \frac{\epsilon}{2} & 0 \\
0 & 0 & -\frac{\epsilon}{2}
\end{pmatrix}
\] (8.21)

3For large drive strength there may be a non trivial interaction between the drive and dissipation terms.
Figure 8.3: Linewidths obtained from Lorentzian fits for a single qubit in a cavity as a function of qubit-cavity detuning. The linewidths of positive and negative frequency peaks (corresponding to upper and lower polaritons) cross over at zero detuning. The large-$|\Delta|$ asymptotes correspond to the bare cavity decay rate and the sampling of the dephasing bath at increasing collective Rabi frequency, $\sqrt{g^2 + \Delta^2}$.

which can be diagonalised by means of a unitary transformation,

$$H = \begin{pmatrix} E_+ & 0 & 0 \\ 0 & E_- & 0 \\ 0 & 0 & 0 \end{pmatrix} - \frac{\epsilon}{2} I.$$ \hspace{1cm} (8.22)

The diagonal entries are the polariton states and the empty state, respectively. In the frame rotating at the pump frequency, these are replaced by $E_\pm \rightarrow E_\pm - \mu$. We can now project onto the polariton state that is close to the pump frequency in order to obtain a two-level system consisting of one polariton and the empty state. Adding a photon pump term, we have

$$H = \begin{pmatrix} \delta & f \sin \theta \\ f \sin \theta & 0 \end{pmatrix}.$$ \hspace{1cm} (8.23)

where $\theta$ is the rotation angle of the unitary transform, and $\delta$ is the detuning between polariton and pump energies. When the qubit is (nearly) resonant
with the cavity, we have (approximately) $\sin \theta = \frac{1}{\sqrt{2}}$. The steady state of the equation of motion is now determined by

$$\dot{\rho} = -i[H, \rho] + \kappa \left(2a\rho a^\dagger - a^\dagger a\rho - \rho a^\dagger a\right) + \gamma \left(2\sigma^z\rho\sigma^z - \sigma^z\sigma^z\rho - \rho\sigma^z\sigma^z\right) = 0 \quad (8.24)$$

where we have assumed some effective dephasing rate $\gamma$ determined by the linewidth. Solving for the steady-state components of the density matrix, we find that

$$\langle a \rangle = \frac{f^2}{\sqrt{2}\kappa\gamma} \left(\frac{\gamma^2}{\gamma^2 + \delta^2}\right) \quad (8.25)$$

given $f < \kappa < \gamma$ (dephasing is the dominant decay channel; weak drive being the characteristic feature of the linear response regime). This relates the peak height (first term) to the linewidth ($\gamma$ — the term in brackets is a Lorentzian normalised to a height of 1). Our numerical results confirm this relation, suggesting that no power broadening occurs.

### 8.5 Appendix: Energy shift due to spin transformation

In the $(N+2)$-by-$(N+2)$ basis (all up-spins, down-spin with one photon, empty state), the trace of the spin operators grows with the number of qubits. In the following, we will show that there is a resulting shift to the qubit energies on the order of the Lamb shift — which is tiny and has no significant effect on the linewidths. The importance of this analysis lies in the saturation of the trace of the operators involved in the decay and dephasing processes.

Representing the spin operators in this basis, for the collective case, the traces of both $(\sum_i (\sigma_i^z/2))^2$ and $(\sum_i (\sigma_i^x/2))^2$ grow as $N$. Naïvely representing spins as diag(1/2, -1/2, -1/2, ...) would have led to traces growing as $N^3/4 - N^2/2 + N$ and $-N^2/2$, respectively. Since $\sum_{ab} |\langle a | \sum_i (\sigma_i^z/2) | b \rangle|^2 = \text{tr} (\sum_i (\sigma_i^z/2))^2$, the trace of the square of the collective spin operator indicates the scaling of the matrix elements, demonstrating that we expect a saturation in the dephasing contribution from the matrix elements.
As the trace of spin operators in the \((N + 2)\)-by-\((N + 2)\) basis grows with qubit number, which would increase not only the number but also the weights of the decay channels, we use an alternative representation: By adding a multiple of the identity, we obtain spin operators of the form

\[
\text{diag}(1,0,0,...), \text{diag}(0,1,0,...), \ldots
\]

These have unit trace (irrespective of the size of the Hilbert space). The corresponding transformation is

\[
\sigma^z_i \rightarrow (|e_i\rangle\langle e_i| - |g_i\rangle\langle g_i|) + I_{\text{TLS}}
\]

\[
= 2|e_i\rangle\langle e_i|
\]

where \(I_{\text{TLS}}\) denotes the identity matrix in the Hilbert space of two-level systems.

The term in equation (8.27) that is proportional to the identity matrix has no effect in the system Hamiltonian as it constitutes a constant shift in energy. However, in the interaction Hamiltonian, we get a resulting shift by

\[
- \sum_{iq} \gamma_q \left( b^\dagger_{iq} + b_{iq} \right) I_{\text{TLS}}.
\]

This shift can be absorbed into the bath Hamiltonian, where (up to a total additive constant) we get

\[
H_{\text{bath}} = \sum_{iq} \beta_{iq} \left( b^\dagger_{iq} \frac{\gamma_q}{\beta_{iq}} - b_{iq} \frac{\gamma_q}{\beta_{iq}} \right)
\]

\[
= \sum_{iq} \beta_{iq} c^\dagger_{iq} c_{iq}
\]

with \(c_{iq} = \left( b_{iq} - \frac{\gamma_q}{\beta_{iq}} \right)\). This in turn shifts the interaction Hamiltonian, giving an additional term

\[
-4 \sum_{iq} |e_i\rangle\langle e_i| \frac{\gamma^2_q}{\beta_{iq}}.
\]
We hence shift each of the qubit energies $\epsilon_i$ by an amount $-4\sum_{iq} \frac{\gamma_q^2}{\beta_{iq}}$. We have previously assumed that the (smooth) density of states in frequency space is related to these discrete decay terms as

$$J(\nu) = 2\pi \sum_{iq} \gamma_q^2 \delta(\nu - \beta_{iq}). \quad (8.31)$$

We can thus write

$$\sum_{iq} \frac{\gamma_q^2}{\beta_{iq}} \delta(\nu - \beta_{iq}) = \sum_{iq} \frac{\gamma_q^2}{\nu} \delta(\nu - \beta_{iq}) = \int_{-\infty}^{\infty} d\nu \frac{J(\nu)}{2\pi\nu}, \quad (8.32)$$

which gives an effective system Hamiltonian that depends on frequency:

$$H'_{sys} = \sum_i \left( \epsilon_i - \int_{-\infty}^{\infty} d\nu \frac{2J(\nu)}{\pi\nu} \right) |\epsilon_i\rangle \langle \epsilon_i|. \quad (8.33)$$

This is effectively a zero energy Lamb shift. Like the Lamb shift, given a low frequency cutoff the integral is many orders of magnitude smaller than the other energy scales and is hence negligible.
Part IV

Concluding Remarks
Chapter 9

Conclusion

In this thesis we have seen the application of various theoretical tools to collective physics in quantum optics and circuit QED. Our study of the Jaynes-Cummings Hubbard model out of equilibrium compares the results of numerical mean-field decoupling, analytical spin chain and semiclassical models, a Keldysh path integral calculation and the implementation of time-evolving block decimation applied to the density matrix equation of motion.

Additionally, we have studied the dephasing dominated response of several qubits coupled strongly to a single cavity mode. The presence of non-trivial $1/f$ noise in this setting leads to narrowing of the collective Rabi linewidths as demonstrated by a Bloch-Redfield calculation.

A possible future avenue to pursue in the context of this work may be a more complete analysis of the Jaynes-Cummings Hubbard model within time-evolving block decimation. Starting from the steady state results, one may go on to calculating fluorescence spectra that take into account the actual propagation of perturbances along the chain of cavities. Spatial correlations between cavities may give clues as to the nature of the full system density matrix, in particular regarding the possible existence of bimodal behaviour. Having a tractable matrix product description of the array of coupled cavities also makes it possible to study finite momentum effects. Finally, implementing different pump schemes, such as ‘transport measurements’ where one end of a chain of cavities is driven and the response of the opposite end is
observed, may yield results that are easy to confirm experimentally.

In the context of non-trivial noise in strongly coupled circuit QED systems it may be interesting to study in more detail the effect of different noise spectra and the possible use of linewidth measurements as a function of detuning for extracting the noise spectra.
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