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1 Motivation.

- We are interested in modelling the probability that a student will score above 80% in their exam. This is therefore a dichotomous outcome variable i.e. (event occurs / event doesn’t occur).
- We use a binary logistic regression to model the log odds of the outcome as a linear combination of the predictor variables.
- We therefore predict from a knowledge of relevant independent variables the probability \( p \) that it is 1 (student scoring over or equal to 80%) rather than 0 (student scoring below 80%).

2 Exploratory Data Analysis.

2.1 The Data.

The data being analysed consist of exam results (%) for 91 students, and a binary variable (high) coded as a 1 if a student obtain 80% or above in their exam, and a 0 if not. For each student we also have their sex (Male (n=51), Female (n=40)), degree program (Science, Joint, Arts), and their previous four homework results (hw1, hw2, hw3, hw4). Shown below are the data for the first 6 students and the command in R to obtain them.

```r
> head(data)

    exam sex hw1 hw2 hw3 hw4 degree high
 1     34  F  18  41  27  10  arts   0
 2     59  F  35  35  75  75  joint   0
 3     35  F  58  51  37  42  arts   0
 4     62  F  87  38  78  33  joint   0
 5     86  F  90  98  90  92  joint   1
 6     29  F  22  38   0  41  science  0
```

Barplots are a good way to display categorical data, and are great way of assessing if there may be any trends worth exploring in the data. For example from the barplots below we may “unofficially” think that there may be a difference in students gaining over 80% in their exam depending on both their sex and degree program, i.e. more science male students seem to score over 80% over female students on the same degree. To assess if the expected proportions of people in each category differ significantly from the observed we would use a chi-squared test (not explained here).

```r
> par(mfrow=c(1,3))
> barplot(table(subset(data,data$degree=="Science")$sex,
+ subset(data,data$degree=="Science")$high),
+ names.arg=c("< 80%",">= 80%"),col=c("pink","lightblue"),
+ legend.text=c("Female","Male"),main="Science students",ylab="Number of students")
> barplot(table(subset(data,data$degree=="joint")$sex,
+ subset(data,data$degree=="joint")$high),
+ names.arg=c("< 80%",">= 80%"),col=c("pink","lightblue"),
+ legend.text=c("Female","Male"),main="Joint degree students",ylab="Number of students")
```
2.2 Correlation.

A correlation matrix can be used to display the correlations between each of the variables with each other, and is a good way to check for multi-collinearity.

```r
> cor(data[,c("hw1","hw2","hw3","hw4","high")])

     hw1     hw2     hw3     hw4     high
hw1 1.000000 0.399482 0.472262 0.566057 0.326680
hw2 0.399482 1.000000 0.506904 0.536574 0.344224
hw3 0.472262 0.506904 1.000000 0.515131 0.353888
hw4 0.566057 0.536574 0.515131 1.000000 0.310649
high 0.326680 0.344224 0.353888 0.310649 1.000000
```
3 The Logistic Regression Model.

\[
\ln\left( \frac{\text{prob}(\text{event})}{1 - \text{prob}(\text{event})} \right) = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_k X_k
\]

The quantity to the left of the equal sign is called a logit the log of the odds that an event occurs. The odds that an event occurs is the ratio of the number of people who experience the event to the number of people who do not. The coefficients in the logistic regression model tell you how much the logit changes based on the values of the predictor variables.

3.1 The models and assessing fit.

```r
> glm = glm(high ~ hw1 + hw2 + hw3 + hw4 + sex*degree, family=binomial(logit), data=data)
> summary(glm)

Call:
glm(formula = high ~ hw1 + hw2 + hw3 + hw4 + sex * degree, family = binomial(logit),
data = data)

Deviance Residuals:
     Min       1Q     Median       3Q      Max
-1.54379  -0.26034  -0.06789  -0.00800   2.28083

Coefficients:
                           Estimate Std. Error      z value  Pr(>|z|)
(Intercept)                -18.2195  5.5768    -3.267  0.00109 **
 hw1                       0.0599    0.0346  1.72900    0.08376 .
 hw2                       0.0419    0.0333  1.25700    0.20869
 hw3                       0.0547    0.0342  1.60100    0.10935
 hw4                       0.0424    0.0289  1.46200    0.14379
 sexM                     1.5938    1.8333    0.8690    0.38467
 degreejoint              1.6278    1.5306    1.0630    0.28756
 degreeScience            -0.3991    1.7909   -0.2230    0.82365
 sexM:degreejoint        -0.4909    2.2417   -0.2190    0.82686
 sexM:degreeScience      0.7988    2.3306    0.3430    0.73180

---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

(Dispersion parameter for binomial family taken to be 1)

    Null deviance: 67.098  on 90  degrees of freedom
Residual deviance: 36.502  on 81  degrees of freedom
AIC: 56.502

Number of Fisher Scoring iterations: 8
```

The above gives us regression coefficients estimates with standard errors and a z-test. None of the coefficients are significantly different from zero (apart from the intercept term). The logistic regression coefficients give the change in the log odds of the outcome for a one unit increase in the predictor variable. So for example for every one unit change in homework score, the log odds of achieving above 80% in their exam (versus not obtaining above 80%) increases by 0.05991. The deviance was reduced by 31 points on 9 degrees of freedom, which gives us a p.value of 0.000296.

```r
> 1 - pchisq(31, df=9)
[1] 0.0002960319
```

This indicates that the model appears to have performed quite well, showing a significant reduction in deviance significant at the (0.01%) level i.e. (a significant difference from the null model).
> anova(glm,test="Chisq")
Analysis of Deviance Table
Model: binomial, link: logit
Response: high
Terms added sequentially (first to last)

<table>
<thead>
<tr>
<th>Df</th>
<th>Deviance Resid.</th>
<th>Df</th>
<th>Resid. Dev</th>
<th>Pr(&gt;Chi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NULL</td>
<td>90</td>
<td>67.098</td>
<td></td>
<td></td>
</tr>
<tr>
<td>hw1</td>
<td>1</td>
<td>12.7320</td>
<td>89</td>
<td>54.366</td>
</tr>
<tr>
<td>hw2</td>
<td>1</td>
<td>7.9205</td>
<td>88</td>
<td>46.446</td>
</tr>
<tr>
<td>hw3</td>
<td>1</td>
<td>4.6906</td>
<td>87</td>
<td>41.755</td>
</tr>
<tr>
<td>hw4</td>
<td>1</td>
<td>0.5783</td>
<td>86</td>
<td>41.177</td>
</tr>
<tr>
<td>sex</td>
<td>1</td>
<td>2.1671</td>
<td>85</td>
<td>39.010</td>
</tr>
<tr>
<td>degree</td>
<td>2</td>
<td>2.1034</td>
<td>83</td>
<td>36.907</td>
</tr>
<tr>
<td>sex:degree</td>
<td>2</td>
<td>0.4050</td>
<td>81</td>
<td>36.502</td>
</tr>
</tbody>
</table>

---
Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

The print out above shows the same overall reduction in deviance, from 67.098 to 36.502 on 9 degrees of freedom. Here, the reduction in deviance is shown for each term, added sequentially first to last. Of note are the three first homework terms, which produced a significant reduction in deviance of 12.7320, 7.9205, and 4.6906 respectively on 1 degree of freedom each (i.e. $p = 0.0003595, 0.0048878$, and $0.0303288$ respectively).

### 3.2 Prediction

Logistic regression, being based on the probability of an event occurring, allows us to calculate an odds ratio, which are the ratio of the odds of an event occurring to it not occurring, however in R we can also easily predict the probability of a student obtaining $\geq 80\%$. Let's for example predict the probability of a Female Science student scoring above $80\%$ in her exam having achieved scores of 22, 38, 0 and 41 in homeworks 1 to 4 respectively.

> newdata<-data.frame("F",22,38,0,41,"Science")
> colnames(newdata)<-c("sex","hw1","hw2","hw3","hw4","degree")
> predict(glm,type="response",newdata=newdata)

```
1
8.555251e-07
```

This tells us that such a student has a $0.0000008555251$ probability of achieving equal to or above $80\%$ in her exam.