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Letter from the Editors

We are very excited to announce the second volume of *The Irvine Atlas*. Carrying this journal from infancy into its second year was an honourable, yet daunting, undertaking. The journal has grown into a well-organised and well-loved publication, and this growth has occurred alongside the growth of the editorial board. Having had more than half of the committee graduate over the summer, we were significantly depleted, but the response from people who wanted to get involved was overwhelming. Our hardworking committee is now comprised of a fantastic group of students who come from a diverse range of academic years and domains. We can draw parallels between ourselves and the representation of the broad range of topics within geography and sustainable development that the journal aims to uphold. Being undergraduates, the process of publishing and upkeeping this journal continues to be a learning process for everyone involved. We hope that it will continue to flourish and adapt each year, as it is passed on to the next eager group of students.

Reading through the articles submitted to this issue, we learned a lot ourselves. The articles span a wide range of topics and epistemological frameworks, showcasing the breadth of the fields of geography and sustainable development. In this issue of *The Irvine Atlas*, there are a number of topics which have been explored by more than one article. We believe that this offers an opportunity to show how a single topic can be investigated and interpreted in a range of different ways when multiple voices are included. The feature articles include work in non-traditionally academic formats which we hope will also inspire people to view geography and sustainable development from new perspectives.

We would like to give thanks to Dr Matt Sothern for his ongoing support, as well as Graeme Sandeman for publishing the journal on the School of Geography and Sustainable Development website. Furthermore, our thanks are extended to the SGSD Office and the Print and Design Office staff, who have accommodated our every request. We would also like to extend our gratitude to the authors of the articles included in this issue. A special thanks goes to those who have now graduated but have continued to stay in contact and take time out of their days to make required revisions. We would like to thank the authors of the feature pieces which were written or adapted specifically for the journal, and to all of the photographers who submitted their astonishing work to our photo competition (it was an almost impossible task to pick just four to publish!).

Our editorial board are of course indispensable, each member contributing to a team which boasts an overall wealth of skills and experiences. We thank you all ardently for the time and hard work which you have lent to ensuring the publication of this issue. We would like to specifically note the work of Conner and Fiona, our postgraduate advisors, who have frequently offered us time out of their hectic schedules to give their invaluable help and advice. Of course, none of this would be possible without the endless support and inspiration given by the dedicated Geography and Sustainable Development professors, lecturers and tutors.

Despite this issue being delayed, we believe that the time and work put into it is reflected in its quality. To the reader: whether you gain a new academic perspective, develop a passion for a certain topic, or simply have fun exploring the work of your peers, we hope that you find this issue an enjoyable read.

Abbie Lily Fairclough and Imogen Anne Armstrong
Co-Editors in Chief
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Abstract – Climate change has the potential to increase overall levels of migration throughout the world. However, the extent to which climate change can be attributed as an individual catalyst of mobility is fiercely debated. For any reliable prediction, there must be an understanding of the unpredictability of migration, the unpredictability of climate change and the need to view migration as a multi-causal phenomenon. As such, the creation of one single theory to explain climate change induced migration has so far proved elusive. Consequently, recent studies use a context specific approach to assess and predict the relationship between migration and climate change.

Introduction
Accurately predicting future levels of migration is challenging. Migration outcomes depend on the interplay of many factors including demographic, economic, social, political and environmental changes. As a result, it can be difficult to attribute an increase – or decrease – in migration to changes in any one factor. Considering this, most academic literature on the topic agree that climate change has the potential to increase overall levels of migration (Burrows and Kinney, 2016). However, the importance of climate change as an individual catalyst of future migration levels is fiercely debated (Piguet, 2013). This is compounded by the potential impacts of climate change itself being fraught with uncertainty (Gemmene, 2011). Furthermore, any prediction would have to decide who counts as an “environmental migrant”, which poses a significant challenge itself. In reviewing these themes, this essay will assess the challenges associated with predicting future levels of migration due to climate change.

The Alarmist Approach
In the late 1980s and early 1990s, modern academic literature began to focus on the relationship between the environment and migration (Brzoska and Fröhlich, 2016). Myers, one of the foremost and early contributors to the topic, estimated that up to 200 million people could become “environmental refugees” by the middle of the 21st century, as “global warming takes hold” (Myers, 2002: 609). This is a strikingly high figure – approximately 2% of the projected global population in 2050 (Stern, 2006). Said figure was composed largely through the speculation that rising sea levels, combined with an increase in severe weather events (particularly droughts and floods), would overwhelm and disrupt subsistence communities throughout the world and spark a rapid increase in mobility (Myers, 1997; 2002). A plethora of academic and government literature has supported Myers’ calculations, much of which has been criticised for its heavy focus on international migration, driven exclusively by environmental stress, and for its oversimplification in determining the “environmental refugee” (Castles, 2002; Piguet, 2013). Illustrative of what is commonly referred to as “the alarmist approach” (Morrissey 2012), Figure 1 below shows how the German Advisory Council on Climate Change (WGBU, 2007) identified climate “hotspots”, then plotted predicted migrant trajectories leading away from these centres and towards the global north – including Europe, North America, Japan and Australia. The alarmist methodology has been criticised for simply mapping areas deemed to be most adversely affected by climate change, calculating the number of people living there, and then assuming that a given percentage will be forced to migrate internationally (Brzoska and Fröhlich, 2016; Piguet, 2013). These highly speculative ‘ballpark’ predictions are almost certain to be wrong and can only be explained by adopting an overly simplistic and direct relationship between environmental change and migration (Castles, 2002; Morrissey 2012). Indeed, Castles (2002) wrote that the image of the environmental refugee “is simplistic, one-sided and misleading. It implies a mono-causality which very rarely exists in practice” (2002: 8). In addition, the concept of “environmental refugees” has connotations of urgency and unavoidability, which is not usually the case in practice (Piguet, 2010). Consequently, the prevailing attitude amongst academics today is to conduct their research using a migration systems approach that steers away from bold predictions, instead producing more nuanced and context-specific interpretations of the relationship between migration and climate change (Burrows and Kinney, 2016). As such, most of the academic work discussed in the remainder of this essay has employed some form of the migration systems approach.

The Uncertainty of Climate Change
Any migration prediction would have to account for the great uncertainty that exists surrounding the im-
pact of climate change. As Gemenne (2011) has discussed, most global migration forecasts related to environmental change – such as those made by Myers – have assumed that global temperature rise will be limited to 2ºC. However, Betts et al. (2011) estimate that temperatures could rise by up to 4ºC by the end of the century. This disparity could have major consequences regarding the severity and scale of environmental change, and any predictions on migration trends thereof (Gemenne, 2011). Political instability in recent times only adds to this uncertainty. For instance, any potential success of the momentous (and legally binding) Paris Agreement of 2015 – that aimed to keep additional warming below 1.5ºC – was severely undermined when the United States withdrew from the arrangement in 2017. This decision by one of the world’s most scientifically advanced nations (and primary contributor of global CO2 emissions) is a reminder that the political willpower required to address global climate change is still not guaranteed (Brzoska and Fröhlich, 2016; Burrows and Kinney, 2016).

Short and Long-term Environmental Change
Not all climate change induced migration is the same. Environmental shocks such as floods or hurricanes typically invite large-scale relief efforts that can alleviate people’s cause to migrate permanently (Burrows and Kinney, 2016). For instance, any migration that does occur after natural disasters – such as in the aftermath of the 2004 Indian Ocean “Boxing Day” Tsunami – is usually temporary, from rural to urban areas, and typically remains localised within the affected region (Mueller et al., 2014). Disaster relief efforts often make it easier for people to return home and rebuild, limiting any potential conflicts that may arise if their displacement was of a longer duration. Thus, natural disasters are more localised events that typically only have short-term impacts, whereas long-term environmental changes – such as the reduction in the reliability of Asian monsoon rains, for example – have the potential to impact over one billion people (Rebetez, 2011).

Long-term environmental change such as this can occur at vastly different scales, and population responses are rarely the same (Mueller et al., 2014). Desertification in the Sahel, for instance, may mean that pastoralists have to give up or change their migratory patterns, which increases the likelihood of conflict with sedentary populations (Brzoska and Fröhlich, 2016). This conflict may, in turn, encourage additional migration as violence and ethnic tensions can make life intolerable for those involved – particularly in minority groups. Therefore, any migration predictions based on climate change have to take into consideration the type, scale, and pace of environmental change. Each of these variables impacts who will be affected and what their response to the environmental stress will be, meaning migration is

Figure 1 – Example of alarmist “climate refugee” literature (WGBU, 2007).
Climate Change as One of Many Factors

As well as disrupting pre-existing migratory patterns, climate change may also increase the likelihood, or severity, of conflict-related causes of migration. These include other mitigating factors such as wealth inequality or corruption (Brzoska and Fröhlich, 2016). Such factors are often influenced by other large-scale phenomena and societal transformations (other than climate change) that could challenge the status quo in unquantifiable ways. For instance, no migration prediction could have foretold the rise of social media that facilitated the Arab Spring – a political revolution that went on to spark the outbreak of the Syrian Civil War, and kickstart the European migrant ‘crisis’ (Khondker, 2011). Prior to this conflict, there was strong evidence to suggest that a reduction in fresh-water availability in the Levant (caused by a series of severe droughts) would make societal breakdown more likely, although as Gleik (2014) has argued, it took the political ramifications of the Arab Spring to manifest these difficulties. Thus, most of the refugees fleeing the Syrian conflict are not counted as environmental migrants, as the importance of environmental factors as the catalyst for these migratory shifts are overshadowed by the more animated and short-term factors relating to the political turmoil.

Challenges of Categorising Migration

Figure 2 shows Renaud et al.’s (2011) attempt to define the environmental migrant. The two broad categories include those who are forced to move explicitly because of environmental change – the “environmentally forced migrant” – and those to whom other factors share a prominent role – the “environmentally motivated migrant”. Determining this accurately on a case-by-case basis can be incredibly difficult (Renaud et al., 2010). To complicate matters further, changes to the global economy could have significant ramifications for any migration prediction. Nevins (2007) has discussed how the implementation of neoliberal trade policies such as the North American Free Trade Agreement (NAFTA), has exacerbated the economic conditions that lead to migration in Mexico. NAFTA’s deregulation and tariff removals destabilised commodity prices, disproportionately affecting agricultural labourers and smallholders lowering their income (Nevins, 2007). This policy also made many people more vulnerable to additional shocks to their livelihoods, such as the intense droughts over the past decade (Nawrotzki et al., 2015; Nevins, 2007). As Reuveny (2007) has noted, if a society offers few economic opportunities, people with the means to do so will attempt to seek out a better life. While climate change may have significantly contributed to their decision to move, in many scenarios, they would still be categorised as “economic migrants”. This is a challenge to the validity of any migration prediction, as the classification of migrants can often be highly subjective.

Climate Change can Stall Migration

Climate change has the potential to reduce, as well as increase, levels of migration (Gray, 2011; Piguet, 2013). For instance, a multivariate analysis carried out by Gray (2011) found that as soil quality decreased, permanent migration was noticeably reduced in Uganda, as individual members of households could no longer afford travel expenses. Thus, increased environmental instability (as linked to climate change) has the potential to create what the UK Government Office for Science (2011) has called “trapped populations”. In such cases, limited capital prohibits migration, creating an immobility paradox where the poorest and most vulnerable are unable to move and adapt to environmental change (Gray, 2011). This is just one of many examples where the relationship between climate change and migration is not necessarily unidirectional. In relation to this, Burrows and Kinney (2016) implore us to view migration as a key adaptation strategy used to reduce human suffering, as opposed to seeing it as a problem that always needs to be corrected.

With this in mind, migration driven by gradual changes in the environment often occur in regions where mobility is already common (Kniveton et al., 2008). For example, in the same study mentioned earlier, Gray (2011) found that comparable levels of soil degradation in neighbouring Kenya increased lev-
els of temporary labour-related migration. In Kenya, this localised (typically rural to urban) form of migration was already a key adaptation strategy used in the region by families wishing to diversify their sources of income and protect against crop failures. Environmental degradation that reduced crop yields meant that more members of families would move to work in the cities to make up for the difference (Gray, 2011). Similarly, in an investigation in the Chitwan Valley in Nepal, Massey et al. (2010) found that reduced agricultural productivity (caused by gradual environmental deterioration) was far more likely to promote local moves than long-distance travel. In both cases, migration can reduce pressure on the donor country (or locality), while also providing remittances that are often more effective than international aid or infrastructure projects (Brzoska and Fröhlich, 2016). In the long term, as more people migrate away, they alleviate the pressures that drove them to migrate in the first place, and so additional outmigration could potentially decrease (Ibid). This supports Findlay and Geddes’ (2011) conclusion that it would be preferable to investigate the degree to which environmental forces are contributing to existing mobility patterns, rather than exclusively research how individual environmental changes can produce new mobility patterns.

Conclusion
In conclusion, this essay has identified and discussed the many challenges involved in predicting future levels of migration due to climate change. Broadly, these challenges include the unpredictability of migration, the unpredictability of climate change, and the complex relationship between migration and the environment. Mobility must be viewed as a multi-causal phenomenon, whereby environmental instability is but one of many factors that characterises migration. Thus, at the present time, it is very difficult to imagine one general theory that accurately measures the relationship between climate change and migration on a global scale. As a result, there is a need for more long-term quantitative studies that utilise a context-specific migration systems approach. Through this approach, we may be able to address the challenges associated with predicting future levels of migration due to climate change and produce more reliable migration predictions for the future. As the 21st century progresses and the magnitude of the threat posed by climate change remains uncertain, the value in better understanding the relationship between environmental change and migration has therefore never been more important.
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Abstract – When striving for a healthier and happier society it is important to understand individuals’ life satisfaction. This research assesses several demographic, socio-economic and contextual correlates of life satisfaction using data from the UK Household Longitudinal Study. The percentage of individuals satisfied with their life varies substantially among different population groups. Logistic regression models show the odds of reporting positive life satisfaction are higher for individuals who are older, employed or retired, partnered or widowed, healthy, socially integrated and satisfied with their neighbourhood, compared with the other categories in these variables. Importantly, when controlling for the other variables, sex, ethnicity, educational attainment and parenthood status are found to be insignificant correlates. This study is the first to assess a range of potential correlates to better understand life satisfaction among the UK population.

Introduction
This research aims to understand whether a range of demographic, socio-economic and contextual factors are correlated with life satisfaction. Previous research has explored many correlates of life satisfaction. However, this will be the first study to incorporate a wide range of variables and assess their marginal effects on life satisfaction among adults in the United Kingdom, using a cross-sectional dataset from the UK Household Longitudinal Study. This analysis will use a nested multivariate logistic regression model, with positive or negative life satisfaction constituting the binary outcome. It is hypothesised that positive life satisfaction has several demographic, socio-economic and contextual correlates. Generating greater understanding of the correlates is vital to enable policy measures to support wellbeing to be appropriately targeted at people experiencing lower rates of life satisfaction.

Literature Review
Life Satisfaction
Life satisfaction, subjective wellbeing (SWB) and happiness all reflect how individuals view their own lives but have subtly different meanings. Veenhover (2011) proposes that life satisfaction reflects how individuals view their lives over the long term, whereas SWB and happiness measures represent a more transient feeling. Many secondary datasets measuring social inequalities ask people to rate their lives using one of these subjective measures (Hart et al, 2017). Life satisfaction can be described as a single measure which shows an individual’s evaluation of their “conditions based on their unique expectations, values and previous experiences” (Diener et al, 1999: 277). While this lack of objectivity could be viewed as problematic, arguably this makes these measures especially valuable.

Due to this complexity, the determinants of life satisfaction are still poorly understood (Veenhover, 2011). Diener et al (1999) highlighted that personality is a significant correlate, with optimistic individuals reporting higher life satisfaction. This could be attributed to a person’s outlook on life facilitating personal happiness, or a tendency to generously score their own wellbeing. Geographers are particularly well-placed to explore the role of context on individuals reported life satisfaction. Generally, people live in ‘pursuit of happiness’ and therefore individuals’ ability to work towards their goals within their context is likely to be an important predictor of life satisfaction (Luhmann and Hennecke, 2017).

Individual characteristics
Some existing research has attempted to quantify the role of a range of characteristics in determining life satisfaction. Collette (1984) reported insignificant differences between life satisfaction among men and women. However, Kambhampati et al (2011) found that the determinants of life satisfaction were different between the sexes, making it an important control variable. This study also found that the determinants were different for people of different ages. Age can also be associated with other factors, such as income and health, and was therefore included in analysis. Longitudinal research conducted by Realo and Dobewall (2011) in Eastern European and Scandinavian countries evidenced a curvilinear association between age and life satisfaction, with people experiencing lowest life satisfaction during the middle years of their life. Ethnicity has also been found to be an important variable, with minority groups experiencing lower life satisfaction (Knies et al, 2016). In the British context, this equates to non-white individuals being disadvantaged in terms of life satisfaction. Knies et al (2016) found several mediating factors through which this relationship operates. Individuals who are part of an ethnic mi-
nority group are at greater risk of being unemployed and are more likely to have poor social networks, which have been found to affect life satisfaction.

Studies have found that socio-economic status — a widely used marker of an individual’s position within society — is also associated with life satisfaction. This is typically indicated by variables showing educational attainment, occupation and income (Duncan et al, 2002). Diener et al (1999) reported a small statistically significant relationship between an individual’s educational attainment and their wellbeing, which is likely to affect life satisfaction. Previous research has also indicated a strong relationship between health and life satisfaction among adults. Diener et al (1999) suggest that the relationship between life satisfaction and health is complex given its bi-directional causal nature. Poor health makes life more challenging and could limit engagement with society, which makes life less satisfying for many people. However, individuals who report poor life satisfaction might be more likely to view their health poorly, making the association a product of subjective attitudes rather than a ‘real’ association.

**Contextual factors**

All individuals live within a unique context, which is shaped by many elements of their life, including their home and family circumstances. For children, important influences include parental characteristics and siblings. For adults, partnership and parenthood status usefully identify differences in individuals’ family context. Wilson (1967) found that married individuals reported higher wellbeing. Wider context is also important and being unpartnered is most strongly associated with lower wellbeing in countries with family-oriented societies, such as Italy (Diener et al, 1999). A positive association between number of children and life satisfaction was observed for married individuals in Britain (Angeles, 2010). However, the effect of parenthood on life satisfaction is debated in the literature and there are contradictory findings. A widely cited review paper by McLanahan and Adams (1987) reported that parents generally have lower wellbeing than non-parents. Pollmann-Schult (2014) highlights that empirical papers published since this review also support this conclusion. However, the positive influence of parenthood on life satisfaction can be temporary, peaking around the time of birth (Myrsklyä and Margolis, 2014).

The community within which people live is another important context. An individual’s satisfaction with the social and physical characteristics of their area can be significantly associated with their life satisfaction (Sirgy and Cornwell, 2002). Social interaction within their community is also important (Brown et al, 2015; Hart et al, 2018). The significance of residential context specifically is highlighted by several papers (Sirgy and Cornwell, 2002; Shields and Wooden, 2003; Shields et al, 2004). Shields and Wooden (2003) point out that there are issues with the subjectivity of neighbourhood satisfaction, as individuals who view their neighbourhood negatively are more likely to view their lives negatively.

**Data and Methods**

The dataset used for this analysis is the UK Household Longitudinal Study (UKHLS), also known as the Understanding Society study, which assesses social and economic change across the UK (UKHLS, 2018). It is a longitudinal dataset which has collected data annually since 2009. This analysis uses the Teaching Dataset, which is a cross-sectional subset of the third wave collected over 2011 and 2012 (King-Hele, 2014). These data were collected through a combination of interviews and self-completed surveys resulting in a total sample size of 45,903 (King-Hele, 2014). Given that some self-completed variables were included in the analysis, the c_indscub_xw weight was applied. This weight accounted for the sampling strategy and made the data representative of the population.

The key binary outcome variable used in this analysis was life satisfaction. In the questionnaire, respondents were asked to rate their satisfaction with life overall on a scale from completely dissatisfied to completely satisfied (University of Essex, 2017). This was recoded into a binary variable by excluding all the values in the central ‘neither satisfied nor dissatisfied’ category and grouping those who stated they were somewhat, mostly and completely satisfied/dissatisfied. Those who did not specify an answer were excluded.

The dataset contains a wide range of variables which could account for whether individuals have positive or negative life satisfaction. The twelve variables were chosen on the basis of the literature discussed above. Many of the variables were recoded prior to analysis to exclude missing values and group into fewer, meaningful categories. The final sample size was 24,452 once individuals with a missing value for one of the chosen variables were excluded.

Given there was a curvilinear relationship between age and positive life satisfaction, the continuous vari-
able was recoded into a categorical variable with ten-year categories. Additionally, individuals younger than thirty and older than eighty-nine were excluded. Eighteen ethnic groups were recoded into five, according to the groupings used in the survey questionnaire (University of Essex, 2017). The variable showing individuals’ highest qualification level was recoded from six categories to four. Similarly, individuals’ current economic activity was recoded into five main categories and values were excluded if they did not fit into one of these categories. Self-reported health was also included, using the existing categories. To account for family structure, partnership status was recoded into four categories and parental status was included in its existing binary form. The correlation of social integration and neighbourhood satisfaction with life satisfaction was assessed by the inclusion of three dichotomous variables. These were whether an individual goes out to socialise, is a member of an organisation and their satisfaction with their neighbourhood. An index variable was also created to show satisfaction with local services representing the role of institutional elements of their neighbourhood on satisfaction specifically. Four variables showing ratings of their local primary school, medical, leisure and public transport services were used to create an additive variable scoring overall rating of services as poor, fair and excellent.

This study used a logistic regression model to assess the odds of being satisfied with life for individuals in each category for twelve independent variables. The distribution of individuals who reported satisfaction and dissatisfaction with life across the categorical variables was calculated. Bivariate analysis was then conducted to assess whether the covariates showed a statistically significant association with life satisfaction, and therefore contributed to explaining the outcome distribution. The other assumptions of logistic regression were also checked prior to conducting the regression analysis. A series of five nested logistic regression models were constructed, incrementally including more variables which could account for individuals’ life satisfaction. The odds ratios show the odds of positive life satisfaction for individuals in a category in relation to the reference category. However, this is not comparable with other variables, or between models, so predicted probabilities were calculated to quantify the probability of reporting positive life satisfaction. Goodness of fit tests were conducted to assess the model fit, and to confirm the explanatory power of the variables that were included in the models. Sensitivity analysis was used to check the robustness of the analysis.

**Results**

**Descriptive Analysis**

Overall, 81% of the sample reported positive life satisfaction. The distribution of these individuals among different groups can be seen in Table 1, and Pearson’s chi² values confirmed that all the variables were significantly associated with life satisfaction (p<0.001), apart from sex (p=0.63). However, sex was kept in analysis to ensure that none of the observed relationships were confounded by sex differences. Theory and bivariate analysis were used to justify the inclusion of these independent variables. Two-way contingency tables and Pearson’s chi² values were calculated showing that none of the variables were too closely correlated to be included independently in the analysis. Additionally, each of the variables were coded to ensure no categories contained fewer than thirty values. The one assumption of logistic regression which could not be checked was that the variables are measured without error. This analysis uses an existing secondary dataset, and this was beyond the scope of the project. Additionally, many variables are subjective and therefore cannot be objectively measured.

**Regression Analysis**

The nested logistic regression models in Table 2 show...
that the odds of reporting positive life satisfaction vary substantially between people in different categories. Groups of variables were added incrementally from Model 1 (base model) to Model 5 (full model). The results from the full model (Model 5 in Table 2) were converted into predicted probabilities to enable quantifiable comparisons to be made. The predicted probabilities were graphed, and where there was a statistically significant difference in reporting positive life satisfaction between variable categories are shown in Figure 1 and Figure 2. Overlapping confidence intervals showed an insignificant difference between reported life satisfaction in the different categories for the other four variables. These were sex, ethnicity, highest qualification and parenthood status. This is also indicated by the odds ratios shown in Table 2.

Table 1: Distribution of sample across each variable included in analysis.

Table 2: Logistic Regression table showing the odds ratios (OR) and standard errors (SE) for variables in each of the five models: Model 1: demographic control variables, Model 2: +socio-economic variables, Model 3: +family variables, Model 4: +social integration variables, Model 5: +neighbourhood satisfaction variables.

The results from the full model (Model 5 in Table 2) were converted into predicted probabilities to enable quantifiable comparisons to be made. The predicted probabilities were graphed, and where there was a statistically significant difference in reporting positive life satisfaction between variable categories are shown in Figure 1 and Figure 2. Overlapping confidence intervals showed an insignificant difference between reported life satisfaction in the different categories for the other four variables. These were sex, ethnicity, highest qualification and parenthood status. This is also indicated by the odds ratios shown in Table 2.
Model Fit
The model fit was tested using the goodness of fit statistic, though technical issues meant the weight could not be applied to this analysis. The results showed that the full model fitted the data better (p<0.001) than the base model (p=0.27). This proves that the independent variables included in the models significantly account for the distribution of positive life satisfaction among the sample.

Sensitivity Analysis
The models were repeated to ensure that the results were not attributable to the coding of the outcome variable. The central ‘neither satisfied nor dissatisfied’ category was grouped into the satisfied and dissatisfied categories respectively, and it was found that this change in coding did not notably change the results. Additionally, the parameters of the additive index showing satisfaction with local services were changed, and this did not alter the significance or pattern of association with the outcome.

Discussion
The results support the hypothesis that satisfaction with life is correlated with demographic, socio-economic and contextual factors. Table 2 shows that differences in the odds ratios between men and women, and parents and non-parents remain small and insignificant through all the models, even when controlling for other factors. While the bivariate analysis showed a statistically significant relationship between ethnicity and highest qualification, and life satisfaction, the strength of this association diminished when other variables were controlled for. There were no statistically significant differences in the predicted probabilities for people in different ethnic and educational categories in the full model. This suggests that the initial difference can be accounted for by differences in other variables. For example, in the base model, the odds of an individual belonging to the Black/African/Caribbean/Black British ethnic group reporting positive life satisfaction are 32% lower (p<0.001) than for White individuals. However, the odds reduce to 22% lower (p<0.05) than White British in the full model when a range of variables are accounted for. The most substantial change in the odds ratio is between models 2 and 3 suggesting that this ethnic group has lower odds of reporting positive life satisfaction than ethnically White individuals due to differences in partnership status. This supports the findings of Knies et al (2016), which suggest that ethnicity affects life satisfaction through several mediating factors.

The other eight variables show statistically significant associations with life satisfaction when controlling for all the other variables displayed in Table 1. As shown by Figure 1, there are significant differences in life satisfaction between the different age groups. This matches the finding that people in early and mid-adulthood have poorer life satisfaction than older people (Realo and Dobewall, 2011). People in their 70s and 80s have almost twice the odds of reporting positive life satisfaction than people in their 30s, with a predicted probability of individuals reporting positive life satisfaction than people in their 30s, with a predicted probability of almost 0.9 for the two oldest age groups. The results show that the odds of people who are employed, retired or not working due to looking after their home or family reporting positive life satisfaction are significantly higher. These situations could be viewed as more ‘positive’
than being unemployed or out of work due to long-term sickness or disability and could help meet the human desire for purpose in life, consequently promoting satisfaction with life. However, there is potential for reverse causality as negative life satisfaction could be inhibiting potential to work, linking this to unemployment. Disparities between individuals with different partnership statuses were also found, with the odds of single or separated individuals reporting positive life satisfaction being much lower than for partnered or widowed individuals. This indicates that being partnered is correlated with greater life satisfaction in the UK. The high probability (0.81) that widowed individuals will report positive life satisfaction could be attributed to the fact that individuals have to have been married to be widowed and this generally enriches people’s lives (Wilson, 1967). The large confidence interval could be explained by the variable effect of widowhood on life satisfaction depending on age, as suggested by Diener et al (1999).

A very strong gradient is evident between self-rated health and life satisfaction. The odds of an individual who rates their health as poor reporting positive life satisfaction are 83% lower than someone who rates their health as excellent. However, given both these variables are subjective, there could be other factors involved as people who view their life negatively overall may also view their health negatively. Paolini et al (2006) find that people with a tendency to worry typically report lower life satisfaction as their perception of their day-to-day life is poorer. Correspondingly, they found that people with greater optimism and higher self-esteem report higher life satisfaction, regardless of other characteristics. This is not considered in this study and could account for some of the association between health and life satisfaction.

Figure 2 shows the predicted probabilities of people reporting positive life satisfaction based on their response to questions about their social integration and satisfaction with their neighbourhood. As expected, based on research by Hart et al (2018), going out socially and being a member of an organisation was significantly associated with life satisfaction, with a predicted probability of 0.82 for individuals who engaged with either of these activities. This suggests that social integration within society enriches people’s lives, contributing to positive life satisfaction. Additionally, the perspective gained by interacting with people could contribute to an enhanced view of their own life as some others are likely to be worse off. Neighbourhood satisfaction is also important, as shown by the odds of people who are satisfied with their neighbourhood reporting satisfaction with life overall being twice as high as those who are dissatisfied with their neighbourhood. However, these are all subjective variables and could be subject to the bias, previously discussed in relation to health.

This analysis is limited to drawing correlations between variables and life satisfaction. However, use of longitudinal data would allow causal relationships to be analysed and determine whether these variables promote positive life satisfaction, or if there is reverse causality. The inclusion of a variable to control for personality, such as tendency to worry, would introduce an additional element to this research and account for individuals with a negative outlook on their health, neighbourhood and life overall. The use of subjective variables was valuable for answering the research question as they captured individuals’ unique perception of their surroundings. However, introducing objective measures, such as neighbourhood crime rates, would complement these subjective variables. An interesting extension to this study would be to explore individuals’ characteristics in relation to those living around them (in their family or neighbourhood) and assess whether their relative situation is a significant determinant of life satisfaction.

**Conclusion**

The odds of reporting positive life satisfaction are higher for individuals who are older, employed or retired, partnered or widowed, healthy, socially integrated and satisfied with their neighbourhood. These patterns suggest that individual and contextual characteristics could be determinants of life satisfaction, though causality can only be theorised. This analysis found that sex, ethnicity, educational attainment and parenthood status were insignificant correlates, when the other variables were controlled for. This study complements existing research showing that there are several demographic, socio-economic and contextual correlates of life satisfaction for adults in the UK. Geographers contribute a valuable perspective by considering the importance of context for individuals’ lives. This study adds to a body of literature which can inform effective policy and initiatives to promote overall life satisfaction.
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A Critical Analysis of a Post-9/11 Interview with Delila Young-Ali

Luke Fiveash, Fourth Year Geography

Abstract – This article is a critical review of an interview transcript between Delila Young-Ali and a journalist, James Ridgeway. The analysis demonstrates Delila’s active construction of the terrorist as the ‘Other’, following the wrongful imprisonment of her husband, Said, during the immediate aftermath of the 9/11 attack. This neatly relates to constructions of the ‘good’ and ‘bad’ Muslim. Said is a ‘good’ Muslim in relation to, and opposition of, the terrorist. This article demonstrates the motivations behind why Delila distances her husband, Said, from the portrayal of a terrorist. This includes an overriding sense of victimisation, which percolated through to themes of patriotism, identity, marriage, religion as well as judicial inequality. The importance of analysing both physical lexicon and the interview structure for knowledge production is revealed. It is, however, hoped that whilst this article does serve to unveil the significance of both, it also demonstrates the importance of not over-analysing every detail for some strain of theoretical significance; that no approach is a one-size-fits-all and theory can at times obfuscate the truth through rose-tinted glasses.

Introduction

A semi-structured interview conducted by James Ridgeway with Delila Young-Ali was chosen for analysing the ‘geographies of difference’\(^1\). The interview covers Delila’s experience of the wrongful imprisonment of her husband, Said Ali, on terrorism-related charges shortly after 9/11. This concerns the moment of his arrest through to his eventual release, 105 days later. Rather than identifying and comparing thematic differences and similarities across multiple primary sources, this critical analysis first reveals the construction of difference through the flow of the interview, before analysing Delila’s language in alluding to different forms of ‘Othering’. No contextual information is given regarding the purpose of the interview, when and where it was conducted, and who James Ridgeway is. This would have provided a deeper level of analysis by situating the interview. That said, this critical analysis examines four separate quotes and covers themes of victimisation, patriotism, identity, marriage, and the legal system. Although not the basis of this analysis, reference is made to wider academic literature. This includes the docility of patriotism\(^2\), cultural perspectives of Islam as a political category\(^3\), and debates regarding an ‘impending’ clash of civilisations\(^4\) or indeed ignorance of such propensity for violence\(^5\).

Interview Structure

James asked Delila twenty-seven questions covering topics such as the night of her husband’s arrest, friend and familial support, contact with federal agents, the judicial process, and Delila’s attitude towards the U.S. The structure of the interview allowed Delila to emphasise her responsiveness and resistance to shaping and re-shaping the context of her life. By enabling Delila to express her personal experiences and inner emotions, James ultimately became empathetic towards her sense of victimisation, which eroded the initial impartiality of the interview. In other words, the construction of difference between James and Delila gradually lessened. This is shown through the imperative opening statement, “Say my name is…\(^6\)”, which establishes not only the formality of the interview process but also the detachment of the interviewer. James assumed command of the interview and Delila responded in subordinated fashion, immediately revealing an uneven power dynamic and accompanying differentiation between interviewer and interviewee. The tone subsequently shifted to become more interrogative through the question, “Did you ever talk to any federal agent?”\(^7\), before James reassured Delila near the end of the interview with remarks such as, “I know it’s really hard to do this stuff”\(^8\), and, “You’re not cold? You are cold?”\(^9\). Indeed, James asked an increasing number of questions around the topics he felt more empathetic towards. As
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a result, the interview structure was determined by his emotional response to Delila’s comments, hence James didn’t interview at-a-distance and became heavily involved in the co-production of knowledge.

First Quote

“Your call has ended and say good-by. And then that was it for speaking with the attorney. And at that point he kept telling me to, you know, that I shouldn’t be in…in the house”

Firstly, Delila is referencing the construction of difference through the investigators’ presence at her house. Here, Delila is denied permission to speak to her husband’s attorney and to stay in her own house, as a search is undertaken to find incriminating evidence against her husband, Said. The repetition of “and” at the start of each sentence demonstrates the way in which Delila was directed in a controlled fashion from one piece of information to the next as a passive receptor to the investigators. The forcefulness of her treatment is revealed when she must “say good-by”, implying there was no possibility for hesitation to the investigators’ orders without repercussions, thus intensifying the extremity of her isolation. This extremity is illustrated through her repetition of “in…in the house”, emphasising her shock at being denied access to not only her own house, but to the personal belongings inside. The utmost obedience is exacted of Delila, who is assumed to have the capability to adhere accordingly, and yet at the same time the refusal to permit her access to her own home infantilises her as a defenceless homeowner to the investigators’ instruction. As a result, there is a paradox at the heart of her subordination to the investigator’s authority. This served to differentiate Delila as a potentially destructive individual and emboldened the sense of righteousness imbued by the investigators who felt they were taking the necessary precaution to ensure the sanctity of their investigation.

Second quote

“We were more patriotic than most of the people beforehand and here they are accusing my husband of doing something…being part of something that is just evil just because of who he is”

During this section of the interview, Delila constructs difference through the relationship between evilness and patriotism. Delila’s reference to patriotism emboldens her sense of victimisation at her husband being accused of terrorism. In particular, Delila distances herself and Said from these activities through the use of the adjectival modifier “just”, which ensures the evilness of terrorism is unquestionably monstrous. Indeed, because Said is accused “of doing something…”, Delila censors her own speech to outlaw terrorist activities as fundamentally “Other”, in order to distance both her husband and herself from this portrayal. However, by imbricating herself in the production of the terrorist as “just evil”, Delila inadvertently perpetuates a resultant docile patriotism. From this, those who are deemed “evil” to the patriotic citizen should be disciplined in order to prevent future security threats to the patriot. Indeed, Delila’s aunt suggested the investigators would not have interrogated Said “if he wasn’t somehow guilty”, causing Delila to become repulsed by “the prejudice of my family, like my…my aunt who said that horrible thing”. Delila, then, contributes towards promulgating the presence of an “evil Other”, but becomes frustrated by the consequences of a resultant docile patriotism, especially in the context of her own family. Indeed, as Puar and Rai suggest, the docility of patriotism legitimised an anti-immigrant agenda that sought to materially and psychically prevent any further contamination of the American nation. This is precisely the narrative that contributed towards heightened law enforcement efforts against Indians, Arabs and Muslims throughout America post-9/11, and which Delila found her family entangled in. Delila further references the construction of difference through the theme of identity. The phrase “just because of who he is” refers to the underlying prejudicial discrimination Delila believes is at the heart of the investigation into her husband. Implicit is the notion that Said’s identity is principally shaped by an unchanging cultural, religious and racial background that has become weaponised through an unmerited investigation. In other words, Said becomes a de-historicised and passive receptor of an identity he is expected to conform to. Arguably, the extent to which Said conforms to “who he is” determines whether or not he is a ‘good’ or ‘bad’ Muslim, through the transformation of religious experience into political categories. Inevitably, these political categories are hierarchically organised with the ‘good’ Muslim allowed to engage in a pluralistic society, while the ‘bad’ Muslim is interrogated and ultimately quarantined in prison if found guilty. How Said conforms to being a ‘good’ or ‘bad’ Muslim is demonstrated through his public and political behaviour. In this instance, purchasing a flight simulator game for his son combined with a family trip to the World Trade
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Third quote

“What terrorist is going to marry an American? What terrorist is going to marry...at that time I was a Christian-American. I wasn’t Muslim. I converted...converted to...to Islam...like, three or four years after I married my husband on my own will.”

Nearing the end of the interview, Delila demonstrates the construction of difference within the context of marriage and identity. She uses rhetorical questions such as, “What terrorist would marry an American?” in order to speak for the terrorist, who becomes disempowered because we are left with Delila as the legitimate author. Through her generalised portrayal, Delila constructs the identity of the terrorist in relation to, and ultimately for, her husband’s identity which is to be viewed as diametrically opposed to that of the terrorist’s. Delila states her husband cannot be implicated in terrorism because of the willingness he showed to marry a Christian American, something she believes a terrorist would fundamentally not do as she “wasn’t Muslim”. By establishing her husband’s identity in opposition to that of the terrorist, Delila produces these identities as fixed, bounded and binary. The terrorist’s identity therefore becomes a homogenous screen through which Delila paints her narrative. Indeed, having differentiated between her husband and the terrorist, Delila further essentialises this difference through a dichotomised system of representation and intensified schematisation, later suggesting all terrorists are “militants” who “hate Americans”. By defining the identity of her husband as the opposite of the terrorist’s, Delila is therefore able to demonstrate the futility of the investigation into his conduct, and further a narrative of victimisation. The identity of the terrorist becomes not only passive but de-historicised, in the same sense Delila earlier felt Said’s identity was de-historicised and used against him regarding the Assistant District Attorney’s willingness to investigate him. Delila’s decision to convert to Islam is sensitive, as shown through the repetition of “converted” and her emphasis on independently deciding to become Muslim through “my own will”. She challenges any notion of the entirety of Islam being wholly antagonistic to the West, even if a terrorist would never marry a Christian-American. After all, Delila and her husband are both American patriots and Muslims, which counters any naturalisation of difference between Western and Islamic civilisations. Indeed, if Islam was antagonistic then the decision to convert would have been forced, and would not have taken “three or four years”. As Edward Said suggests in his rebuttal of Samuel Huntington’s Clash of Civilisations, both identities and civilisations are composed of myriad currents and counter-currents than animate history and are not sealed-off entities combatting one another. Delila independently moved from her Christian-American identity to a Muslim-American one and retained her patriotism.

Fourth Quote

“Meanwhile, they’re withholding evidence just to prove a point: just to have this man spend a hundred and five days in a population of thirty people.”

It was recently suggested that the future test of democracies is to not just win the support of the majority, but to also not lose the support of the minority so that a single political community prevails. Unfortunately, from Delila’s perspective the authorities kept Said in jail “just to prove a point” by “purposefully withholding evidence”. Delila therefore believes there to be a vindictive injustice at the heart of the judicial system, causing her family to become ‘Othered’ through the transformation of courtroom proceedings into an on-going spectacle. Indeed, Delila quotes a judge as saying Said’s incarceration was “ridiculous”, and yet he remained “cautious because of what happened in September 11th”. The sensitivity of the judicial system to the political climate therefore intensified the sense of injustice felt by Delila. Moreover, the “purposeful” withholding of information suggests Delila has already lost faith in a judicial system she believes no longer represents the interests of her family. Hence, she feels ‘Othered’ by the statutory bodies of the country she otherwise felt patriotic towards.

Conclusion

This critical analysis has evaluated both the interview’s structure and Delila’s language in constructing difference. The topics covered in the semi-structured interview were determined by James’s empathy; accounting for this has made this analysis more reflexive and transparent. Beneath the themes of patriotism, identity, marriage, religion and the legal system lay...
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a sense of victimisation which Delila consistently demonstrated on behalf of her family. Indeed, how this victimisation contributes to patriotism and the implications this has had for Delila and her family were revealed. Her comments touched on themes within wider academic debate including docility of patriotism and antagonism between civilisations. It is, however, important to not over-analyse each comment by placing them within an academic framework, because doing so can obscure the true meaning of the language used.
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**Abstract** – This paper is prompted by the discourse that the growing gap between the poorest and richest in society is an increasing problem. The essay looks to explain how inequalities are created, where they exist in our society and why inequalities are perceived as negative. Firstly, Wales is used as a case study to investigate inequalities compared to other regions in the UK. Secondly, inequalities within Wales itself are explored. Wales is one of the poorest regions by GDP in Western Europe, so provides an interesting example to study inequalities. The analysis shows that there is economic inequality between Wales and many other regions in the UK, but interestingly shows that inequality within Wales is lower than any other region in the UK. This discovery challenges the idea that geographers should be alarmed by inequality and suggests that poverty should be more of a priority.

There are numerous interpretations of what inequality can be defined as. One such definition is that inequality is the state of not being equal in terms of rights, opportunities, status, or wealth. Inequality can focus on aspects such as gender and ethnicity, but the main focus of this essay will be economic inequality. The Equality Trust (2017) defines inequality using the three main types of economic inequality: income inequality, pay inequality, and wealth inequality. It is important to study inequalities because they are at the heart of the idea of fairness and social justice. Many people believe that inequality is unfair, especially economically, and this idea of fairness and equality is at the forefront of politics right now. In general, inequalities are falling on an international scale, but this is widely associated with increasing inequalities within nations (McCann, 2016). This essay will consider inequality on a regional scale, both between regions and within them, with a focus on Wales and the UK generally, to see whether geographers should be alarmed about current trends in economic inequality.

Firstly, to try and understand why and where these inequalities originate, we can look at different factors and economic theories. In the 1950s and ‘60s, the leading economic thought on why there was regional inequality was neo-classical convergence. This theory maintains that economic development relies on the free market, and that the state should adopt a free market regime and provide the public lic goods (Wei, 2015). Current regional inequality is due to temporary disequilibrium between supply and demand, according to the neo-classical convergence theory. With efficient markets and factor mobility, regional inequality will lessen in the long term, with regions converging together (Wei, 2015).

However, contrary to this are the diverging economic theories such as Marx’s political economy theory. This argues that regional inequality is a necessary precondition for capital accumulation. Regions and countries have cores which benefit from the peripheries, as the peripheries provide reserves of labour and markets necessary for capitalism (Wei, 2015). This school of thought implies that state actions maintain and intensify regional inequality as they want capital accumulation. State governments are always looking to build up wealth, rather than focusing on regional inequalities. Therefore, wealth creation becomes their priority, leaving regional inequalities in the background. This is further supported by the idea that state policies often play little role in regional inequality, because the macroeconomic policies offset those put in place by regional governments. For instance, in Wales, there were complaints at the local level of government that the practice of policy agreements had veered away from the local governments themselves, becoming a “hypothecation under another name” (JRF, 2017). Uniform targets are being established rather than ones that might vary from authority to authority, with each individual authority’s best interests at heart. However, to deviate from this divergence model, regional governments must be strong. For example, the USA federal system means that there is strong local government which can help reduce spatial inequality. This idea is called ‘New Regionalism’, which emphasises capability of decentralised institutions to enable resurgence of local economies, to try and catch up with the ‘wealthier’ regions. A stronger regional government has more power to control the levels of inequality within that region. (Pike, Rodriguez-Pose and Tomaney, 2017). There is a middle way that combines diverging and converging economic theories, in the way of the Kuznets inverted U-model. Here, it is said that regional inequality rises during the early stages of development, as a region transitions from an agricultural society to an industrial society, but will fall once
the economy matures. It is then easier to intervene with policies to further lessen regional inequality, such as the welfare state. Due to the idea of convergence with a downward trajectory towards equality without any fluctuations or bumps, this theory does not appear to accommodate for prosperous regions that have been and are now characterised by a combination of job loss and declining labour force participation, which is another reason for economic inequality (Iammarino, Rodriguez-Pose and Storper, 2018). This is the case in the South Wales Valleys, where a significant proportion of men worked in the coal industry. When the industry was shut down by Margaret Thatcher in the 1980s, these men lost their source of income, and found it difficult to find any work which matched their skillsets. The legacy of the pit closures can still be seen today in the South Wales Valleys, as the area has a very high number of people claiming out of work benefits (National Assembly of Wales, 2015). The disagreements of scholars and multiple theories highlight the complexities and dynamics of inequality.

This part of the essay will look at the figures which help to see and analyse the extent of inequality in regions across the UK. Before this, looking at the UK we can see that there is a significant amount of inequality between the least wealthy 10% and the wealthiest 10% of the population. The bottom 10% have an average income of just £9,644, compared to £83,875 for the top 10%; this is nine times that of the lowest 10%. The richest 1% have incomes of, on average, £235,827, which is even significantly higher than the top 10% (Equality Trust, 2017). As well as considering overall trends of inequality across the UK, it is also vital to consider these issues at a regional scale. According to the Equality Trust (2013), as seen in Figure 1, Wales had the lowest annual pay of any region in Great Britain, with a median percentile annual pay of £19,537. Unsurprisingly, the region with the highest median annual pay was London, at £30,479 (Equality Trust, 2013). This means the average person in London makes £10,942 more than the average person in Wales, whilst Wales also lags £2,368 behind the overall UK average. The North East of England has a very similar median annual pay to Wales; in this region, it is only £365 higher. The closest competitor of London for the top spot is the South East, which has a median percentile annual pay of £22,743.

Figure 2 shows how economic inequality can further be analysed by investigating in which regions of the UK the highest paid 10% live. Wales, for instance, has just 2% of the top 10% earners within it. This is, once more, the lowest number, shared with the regions of North East England and Northern Ireland. The South East and London boast 49% of the top 10% earners, with London having 33% alone (Equality Trust, 2013). This means that London has over 24 times the amount of top 10% earners compared to Wales. These statistics and comparisons help to show the extent of the inequalities between Wales and other regions in the UK. From the data, it is easy to see that Wales is a region suffering from these inequalities, languishing at the bottom of all wealth tables. However, looking into inequality within Wales paints a slightly different picture. Even though Wales suffers from inequality when compared to other regions in the UK, it seems to be the most equal region in the UK. In Morelli and Seaman’s (2007) paper on devolution and inequality, they demonstrate that Wales has a Gini Coefficient of 0.33560. The Gini coefficient summarises inequality data with a score of 1, meaning all wealth is held by one person, whilst a score of 0 means all wealth is equally shared. This is the lowest Gini Coefficient of all regions in the UK, strongly indicating that Wales has the lowest level of inequality within it. The region with the highest Gini coefficient – therefore indicating the highest level of inequality – was South England, which also happened to have the highest annual income. This shows that the region with the highest average income was...
the most unequal, whilst the poorest region, Wales, was the most equal (Morelli and Seaman, 2007). Does this suggest that geographers should be more alarmed with questions of poverty than inequality? Wales as a region has the least inequality of any region in the UK, but poverty in Wales is higher than the UK average (National Assembly of Wales, 2015).

In order to contextualise issues of inequality, it is vital to consider the reasons for its negative image. Inequality has consequences such as increases in crime, reductions in health, increased political inequality and reduced levels of education. Firstly, there is empirical data supporting the assertion that inequality leads to increased rates of crime (Birdsong, 2015). The main explanation for these trends is that some in society may feel resentment and hostility towards those who are in a better economic position than they are, thus driving them towards criminal activities as a means of channelling this resentment. Also, those who commit crimes feel as though there are less lawful ways of obtaining scarce resources and therefore turn to crime.

Secondly, there can be negative impacts upon health. One reason for this is that those at the poorest end of the spectrum have limited availability to healthcare or healthy food. Many feel that they cannot afford healthy food which is more expensive than foods high in fat and sugar, leading to conditions such as obesity and the further negative impacts which this has upon a person’s health. The wealthier in society can also afford private healthcare in the UK, which gives them access to a higher level of healthcare which the poorest cannot afford.

Thirdly, political inequality can increase due to economic inequalities. This is because the small number of people who hold the majority of the wealth have a greater influence upon government, in terms of incentives used to manipulate individuals legally or even through corruption (Birdsong, 2015). Finally, another implication of regional inequality is the reduction in educational attainment in some areas. In wealthier regions more money can be invested in the education system and those with greater wealth can afford to send their children to private schools. Poorer regions tend to have worse education systems due to underfunding, and the poorest cannot afford private school education.

There are ways to reduce regional inequalities through policy making. The most popular idea amongst geographers in this respect seems to be tax reform. Atkinson (2017) believes that income tax should be raised with an initial rate of 25%, intermediate rates of 35-55% and a top rate of 65%, which is 20% more than it currently is for this bracket. Through this increased tax, it is then possible to distribute wealth amongst the different regions of the UK. This will then help to converge the poorer and richer regions. However, this does come with problems such as perceptions of fairness. Is it fair to take so much money away from someone who has worked hard for it in order to benefit those who do not work as hard? Alternately, is it fair that someone can earn obscene amounts of money, whilst someone who is unfit to work suffers in poverty?

Furthermore, raising the minimum wage is another policy to try and lessen inequalities between regions in the UK. Atkinson (2017) proposes bringing the minimum wage up to the current estimates of what a living wage would be. This idea could be improved further by adjusting minimum wages in certain regions to bring them closer to the richer regions. This would lessen the inequality between regions in the UK but may have a negative impact on inequality within a region.

In conclusion I believe that geographers should be alarmed at current trends in inequality, but a focus on poverty should be a priority. Inequality does have negative implications such as increased crime rates and poorer health, but I believe these problems can be fixed by tackling poverty head-on rather than focussing on inequality. For example, Wales, according to Monelli and Seaman (2007) is the most equal region in the whole of the UK. However, Wales suffers from also having the lowest average annual pay and having poverty levels above the national average. I believe that the problems of health and crime can be resolved by bringing people out of poverty. As long as the poorest are raised out of poverty, then the gap between the richest and poorest is of less concern.
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How Alarming is Regional Inequality in the UK to the Geographer?

Geraint Morgan, Second Year Medieval History

Abstract – Regional inequalities within the United Kingdom have long been a subject of discussion and debate. However, in recent decades they have intensified, and become shaped on both a social and spatial axis. This article attempts to show how the growth in these inequalities is the result of neoliberal economic policies, and how this economic age ushered in by the Thatcher government has created a new political landscape. The author attempts to use a range of statistics, drawn both from literature and publicly available government sources to demonstrate the growth of these inequalities, and to provide a topic of conversation for both policy makers and geographers.

In the years following the financial crisis of 2008/09, interest in the nature of inequalities created by modern neo-liberal capitalism has been on the increase (Wei, 2015). Inequalities exist at a range of scales, from the interpersonal to the international, with levels of inequality reaching historic highs in many countries and continuing to rise (Wei, 2015; World Inequality Lab, 2018). Though inequalities discussed in the press are at population or global scales (e.g. one report found that the richest 1% held half of the world’s wealth (Neate, 2017)), some of the most persistent and overlooked inequalities exist between regions within developed countries such as the United Kingdom (Dorling and Hennig, 2016). Though the ‘regional problem’ has been a subject of interest from the 1920s (Hudson 2013), the increasing disparity which has developed between regions in various metrics has made this ‘problem’ particularly problematic, and perhaps even alarming in recent years.

This essay will consider the evidence for and factors driving regional inequalities at the national scale within the UK, before considering the extent of concern this should cause geographers and policy makers.

Evidence of regional inequality within the UK is significant and presents itself in a range of datasets. Perhaps the most obvious of these is the proportion of income taken by different regions within the UK. Based upon ONS (2017) (See Appendix 1 a.) provisional figures for 2017 earnings, London’s weekly earnings were 138.3% (to 1 decimal place) of the national average, compared with the average earnings of 90.5% of the national average outside of the South East of England. This is a divide which has grown over the last 35 years: in 1982 the average earnings in London were ‘only’ 121% of the national average (Duranton and Monastiriotis, 2002). These trends show a significant divergence in the economies of London (and its satellites) and the rest of the UK.

This is repeated in other metrics. In 2014 the total value of housing in the three Northern Regions of England (Yorkshire & Humberside, the North East, and the North West) was worth considerably less than the housing stock in Greater London (Dorling and Hennig, 2016). Gross Domestic Product (GDP) per capita is the standard metric for economic development, both at the national and regional scale (Iammarino et al., 2018). The development disparity between different regions within the UK is significant.

Figure 1 - Regions by GDP per Capita level relative to EU average. Low < 75% of EU average, Medium 75-119%, High 120-149%, Very High > 150%. From (Iammarino et al., 2018). Insert a. showing enlarged British Isles. GDP per capita across Europe was £30,000 (Eurostat, 2018)

0 I would like to thank my peer reviewers for their cogent contribution to this article, as well as the editors of the Journal, without whom this article wouldn’t have its present eloquence.

1 Compare to average living costs of 119.9% of the national average (ONS, 2018 [A])(Appendix 1b).
ent regions within the UK can be shown by considering GDP per capita relative to the European average of €30,000 (Eurostat, 2018) (Figure 1). Figure 1 a. shows the extreme variation between some areas of the North and Wales with low levels of economic development, compared with London and parts of the South East which enjoy very high levels of economic development. In common with most European countries the main divide is between capital cities and periphery regions. Dorling and Henning (2016) also highlight inequalities in less traditional areas of focus. One of particular focus was the level of support for cultural activities in London and the rest of the country. Whilst London’s position as capital city does mean that arts funding might be expected to be greater, the level of disparity has increased significantly over recent decades. Arts Council England funding outside of London per head of population in 2012/13 was 17.8% of total spend (compared with 19.6% in 1980/81), and when combined with the Department of Culture Media and Sport’s direct support for cultural organisations, the rest of England received 6.6% of London for the arts per head in 2012/13 (Dorling and Henning, 2016). Regional inequalities in income, economic development and cultural activities are strongly evident in both the literature and from statistical sources. However, this level of inequality within Britain remains a relatively recent development: in the 1960s Britain was one of the most equitable countries in Europe, but now lags behind many other major and successful European economies (Dorling and Henning, 2016).

Whilst Britain has long had a ‘regional problem’ of a disparity in economic development between different regions, the turning point in the development of two decoupled economies within Britain arguably came after 1979, with the election of the Thatcher government (Hudson, 2013). Whilst previous ‘one nation’ government policy had sought to constrain regional inequalities within ‘acceptable’ limits, new neo-liberal approaches considered inequalities as an inevitable part of the healthy functioning of capitalism (Hudson, 2013). In addition to this, global economic restructuring from the 1960s led to manufacturing being off-shored to lower wage economies, making the traditional manufacturing economy of the North of England more vulnerable than more innovative and specialised Southern industries when capital export controls were removed after 1979 (Hudson, 2013). Additionally, nationalised industries (e.g. National Coal Board and British Steel) which came under increasing pressure from government under the Thatcher ministry to ‘rationalise’ their production and close ‘uneconomic’ units, often in single-industry communities such as the South Wales Valleys producing long term unemployment and economic stagnation (Hudson, 2013). Unemployment remains high in these regions; for example 5.7% in Merthyr Tydfil (ONS, 2018 [C]) compared to the national average of 4% (ONS, 2018 [B]). Even where new industries did replace the old, such as with the Nissan plant in Sunderland (unemployment currently at 5.6% (ONS, 2018 [C])), they had smaller work forces with more flexible working practices than the heavy industry they replaced (Hudson, 2013).

In contrast, London and the South East benefited both from government investment in infrastructure, and

![Figure 2 - Distribution of university research funding (determined by Quality of Research) per student. Colours represent funding level, and circle size represents student population. Equal population projection base map. (From Dorling and Henning, 2016).](image-url)
sector employment in low paid, part-time roles (e.g. in call centres) (Hudson 2013), highly vulnerable to both economic crises and changing government policy, as seen following the 2008 financial crisis.

There remains a great deal of controversy over the amount of concern which needs to be associated with the inequality which currently exists. As highlighted by Iammarino et al. (2018), the issue is not particularity whether or not there is absolute equity within economies, ‘but rather whether [an] economy is spreading prosperity or concentrating it’ (p.3). Traditional neoclassical economics usually argue that regional inequalities are not a significant policy concern, as diminishing returns (increasing rents, wages, congestion etc.) to the concentration of economic activity into prosperous regions make peripheral regions more attractive, leading to the convergence of development, through diffusion of economic activity (Wei, 2015). However, since the 1980s this has not occurred as the development of service-based economies have compounded the advantages of agglomeration, producing further regional divergence (Iammarino et al. 2018). To some extent it has been argued that this regional divergence is a price worth paying for the increased productivity and innovation associated with urban centres (Iammarino et al. 2018). Studying regional earnings inequalities in the UK between 1982 and 1997, Duranton and Monastiriotis (2002) concluded that since the inequalities they identified were principally associated with variations in levels of education in the workforce, ‘there is no large labour market unfairness across U.K. Regions’ (p.248), without questioning why workers in London had higher qualifications than those elsewhere. It has been suggested that though the concentration of knowledge production may lead to increased regional inequalities, the increased opportunities which innovation brings counterbalance this (Iammarino et al. 2018). However, evidence for this is weak and may run in two directions – multinational corporations act as both dispersers and concentrators of knowledge and innovation, making it difficult to assess the extent of impact that they have (Iammarino et al. 2018). Whilst these arguments do suggest that inequalities at the national scale should not be a source of alarm, they are not convincing, given that the economic history of the last 30 years have undermined their validity.

However, there are causes for alarm. As processes of agglomeration continue, regions with low GDP per capita levels in Europe, tend to have falling populations with stagnant or rising levels of unemployment (Iammarino et al., 2018). This is because higher-skilled workers migrate to economic centres, leaving behind residual populations with low skill levels or skills which are no longer relevant to the local economy. Many moderately developed regional economies are also economically vulnerable, as deindustrialisation and skill mismatches put strains on the local employment market (Iammarino et al. 2018). Many regions within the North of England fall within this category, and whilst they do possess development potential, their economies remain fragile and have higher unemployment rates than the national average.

Another cause for alarm is the rapid rise in inequality in the UK over the last 50 years, as discussed above, and the associated social and cultural impacts. Perhaps the foremost example is the British vote to leave the European Union in June 2016. The stark economic polarisation that has developed has arguably been reflected in the political polarisation associated with Brexit, which is attributable to a failure to adequately distribute the benefits of a globalised and financialised economy (Boyer, 2016). These patterns of polarisation and inequality should be considered highly alarming.

How we measure national scale inequalities also needs addressing. Collecting economic data (such as GDP per capita) is relatively straight-forward and allows easy comparison of results between regions. However, it fails to show the equitability of these results within regions, which is required in order to develop policies which are socially as well as spatially equitable. Perrons and Dunford (2013) have created two indices to supplement GDP/capita or GVA (Gross Value Added, a regional equivalent of GDP) measures: RDI (Regional Development Index, similar to the UN’s Human Development Index, HDI) and Gs-RDI (Gender-sensitive RDI), shown in Table 1. These new metrics present an interesting new perspective on regional development. London, the region with the highest GVA score and usually conceptualised as the most developed region in the UK, falls to 7th place using Perrons and Dunford’s RDI. This represents the high level of disparity which exists within London, which is both the most prosperous region in Europe and brings up 41% of its children in poverty (Perrons and Dunford, 2013). London falls to the bottom of the listing for Gs-RDI, reflecting male dominance of professional and managerial roles, with women remaining at the lower end of the pay scale, producing more gendered development.

In contrast, whilst Wales might be the ‘least developed’ region according to GVA, what development it
does have is significantly less gendered than in London (Welsh Gs-RDI score is 1). The loss of heavy industry in the 1980s completely reshaped the South Wales economy\(^2\), with a greater proportion of the workforce being in public sector and services employment, rebalancing the labour force in favour of women (Perrons and Dunford, 2013). This data is alarming, suggesting that the traditional approach of principally using economic data can lead to both skewed perceptions of inequalities and potentially misguided policy approaches.

To conclude, inequalities on the national scale within the UK have grown significantly over the last twenty years. Whilst to some extent this may be within the normal functioning of capitalism, there are causes for concern. This growth in inequality has been rapid and has bucked historic trends. Equally alarming is the formation of regions with high levels of skilled out-migration and low levels of employment, with existing employment being low-skilled and part-time. This creates a need for policies which are spatially sensitive, taking account of local conditions, as well as being sensitive to other externalities such as gender. Policies also need to encourage the dispersal of economic activity, whilst balancing the advantages of agglomeration for some industries. The regional inequalities in existence within the UK present a challenge to policy making; the dangers of creating an enduring ‘regional problem’ should be considered alarming.

---

\(^2\) Which drives the statistics due to population distribution.
Appendix 1 – Data from Office for National Statistics (*columns/rows are calculated)

Appendix 1 a. – Average Weekly Earnings by Region
Table 2 - Average Weekly Earnings as a Percentage of National Average. (Adapted from: Office for National Statistics, 2017)

<table>
<thead>
<tr>
<th>Description</th>
<th>Mean (£)</th>
<th>Annual percentage change</th>
<th>Percentage of National mean*</th>
</tr>
</thead>
<tbody>
<tr>
<td>United Kingdom</td>
<td>538.7</td>
<td>2.6</td>
<td>100</td>
</tr>
<tr>
<td>Great Britain</td>
<td>540.8</td>
<td>2.6</td>
<td>100.3898274</td>
</tr>
<tr>
<td>England and Wales</td>
<td>543.1</td>
<td>2.6</td>
<td>100.8167811</td>
</tr>
<tr>
<td>England</td>
<td>546.8</td>
<td>2.7</td>
<td>101.5036198</td>
</tr>
<tr>
<td>North East</td>
<td>483.3</td>
<td>3.7</td>
<td>89.71598299</td>
</tr>
<tr>
<td>North West</td>
<td>492.5</td>
<td>1.4</td>
<td>91.42379803</td>
</tr>
<tr>
<td>Yorkshire and The Humber</td>
<td>474.2</td>
<td>1.8</td>
<td>88.02673102</td>
</tr>
<tr>
<td>East Midlands</td>
<td>478.8</td>
<td>2.4</td>
<td>88.8863857</td>
</tr>
<tr>
<td>West Midlands</td>
<td>502.3</td>
<td>3.5</td>
<td>93.24299239</td>
</tr>
<tr>
<td>East</td>
<td>506.5</td>
<td>2.5</td>
<td>94.09264711</td>
</tr>
<tr>
<td>London</td>
<td>744.9</td>
<td>4.5</td>
<td>138.2773343</td>
</tr>
<tr>
<td>South East</td>
<td>554.1</td>
<td>0.9</td>
<td>102.858734</td>
</tr>
<tr>
<td>South West</td>
<td>476.8</td>
<td>1.6</td>
<td>88.50937442</td>
</tr>
<tr>
<td>Wales</td>
<td>469.6</td>
<td>1.0</td>
<td>87.17282346</td>
</tr>
<tr>
<td>Scotland</td>
<td>516.9</td>
<td>2.5</td>
<td>95.95322072</td>
</tr>
<tr>
<td>Northern Ireland</td>
<td>472.8</td>
<td>2.6</td>
<td>87.76684611</td>
</tr>
<tr>
<td>*UK outside of London and South East Average</td>
<td>487</td>
<td>N/A</td>
<td>90.47150548</td>
</tr>
</tbody>
</table>

Appendix 1 b. – Average household expenditure by region
Table 3 - Average Household Expenditure by Region. (Adapted from: Office For National Statistics, 2018[A])

<table>
<thead>
<tr>
<th>Region</th>
<th>Household expenditure (£)</th>
<th>% of average*</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK Average</td>
<td>536.8</td>
<td>100</td>
</tr>
<tr>
<td>England</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>London</td>
<td>643.7</td>
<td>119.9143</td>
</tr>
<tr>
<td>South East</td>
<td>632.2</td>
<td>117.772</td>
</tr>
<tr>
<td>East</td>
<td>538.1</td>
<td>103.968</td>
</tr>
<tr>
<td>South West</td>
<td>585.5</td>
<td>99.75782</td>
</tr>
<tr>
<td>East Midlands</td>
<td>530.8</td>
<td>98.88227</td>
</tr>
<tr>
<td>North West</td>
<td>492.4</td>
<td>91.72876</td>
</tr>
<tr>
<td>Yorkshire and The Humber</td>
<td>489.7</td>
<td>91.22578</td>
</tr>
<tr>
<td>West Midlands</td>
<td>472.2</td>
<td>87.96572</td>
</tr>
<tr>
<td>North East</td>
<td>437</td>
<td>81.40835</td>
</tr>
<tr>
<td>Wales</td>
<td>458.7</td>
<td>85.45082</td>
</tr>
<tr>
<td>Scotland</td>
<td>492.3</td>
<td>91.71013</td>
</tr>
<tr>
<td>Northern Ireland</td>
<td>497.1</td>
<td>92.60432</td>
</tr>
</tbody>
</table>


A critical assessment of the extent to which geographers should be alarmed about the current spatial trends of economic inequality throughout Glasgow

Bethany McDade, Second Year Geography and Sustainable Development

Abstract – Economic inequalities are prevalent in today’s society, and visible on all scales. However, this form of inequality can dictate other factors in a person’s life such as their health, their employment opportunities and their life expectancy. To investigate economic disparities and the impacts it has upon a region and its people, this small-scale study will focus on the post-industrialised city of Glasgow. The city has a history of industry, in particular shipbuilding, making it an interesting case study as economic inequalities have been pronounced and widespread throughout the area for decades. I will analyse the impact of Glasgow’s past industries through comparing wealthy and deprived areas of the city, discuss what is being done to narrow the economic gap and examine the reasons why geographers should be concerned about the spatial trends of economic inequality.

Introduction
Economic inequalities are defined as the unequal distribution of money to people within society, involving all scales from global to local. These disparities are clearest on a smaller local scale, of which the city of Glasgow is a key example. Glasgow has the highest population for a city in Scotland, making it one of the most diverse and recognisable regions. This size and diversity, however, leaves it open and vulnerable to inequalities. Throughout the city there is a significant gap between the rich and the poor, which can be traced back to Glasgow’s industrial past. Due to disparities present between wealth and deprivation, a set of other problems such as poor health, high mortality rates, poverty and unemployment are becoming increasingly prevalent. These issues become part of a negative feedback loop which leads to a lack of economic development within an area, and ultimately creates unequal opportunities. This should concern geographers greatly as, whilst attempts have been made to regenerate deprived parts of Glasgow, not enough has been done to help those in deprivation prosper. As geographers we need to get to the root of the issues to help deprived areas become more economically stable. Throughout this essay I will be exploring the current economic inequalities in Glasgow, what these means for the people living within the city, and what is being done to solve Glasgow’s economic inequalities.

Glasgow’s Industry & The Gorbals
Glasgow owes a great deal of its economic success to the industry of shipbuilding. In its prime, Scotland was the ‘shipbuilder to the world,’ with the River Clyde being the centre point (Reid, 2013). Prior to the First World War, the Fairfield Shipyard in Govan employed over 70,000 workers, resulting in substantial economic success within the area, with many people having a sufficient income (Brocklehurst, 2013). This could be considered a time of greater equality as many people were working within the same industrial jobs whilst living in similar conditions. However, this all dramatically changed when the industries that had made Glasgow prosperous began to decline rapidly. A variety of factors can be held accountable for this deterioration, including a decline in the inner-city population, increased factory costs, and a greater degree of competition from foreign businesses (Keeble, 1978). This all contributed to a decrease in industrial work, which resulted in mass unemployment and ultimately sparked many inequalities which widened the gap in Glasgow between the wealthy and the economically deprived.

The effects of the decline in industry can still be observed today throughout Glasgow. An example of this is the Gorbals, located on the south of the River Clyde in the city. Problems began to arise in the area from the 1920s onwards, when the growing industry of shipbuilding resulted in many of the workers being forced to live nearby in the Gorbals. Whilst this caused mass overcrowding, poverty and shockingly inadequate public amenities, in a sense it made the people more equal as they were stuck in the same situation (Pendlebury, 2015). It was not until the 1990s that momentous change occurred within the Gorbals. The Crown Street Regeneration Project was a scheme that used advanced town planning techniques to redesign the Gorbals by incorporating more green spaces, modern buildings and pedestrianised areas (Pendlebury, 2015). The attempts to regenerate the area were relatively successful as it began the process of closing the gap between those in wealthy areas and those in deprived ones. Creating more high-condition areas reduced housing prices as there was a greater supply to meet the demand, thus narrowing the economic gap (Pendlebury, 2015).

Furthermore, the socio-economic segregation and
Figure 1: Wealth in Bearsden. From the Scottish Index of Multiple Deprivation, Scottish Government, scale 1:500. (2016). [online].

Figure 2: Deprivation in Shettleston. From the Scottish Index of Multiple Deprivation, Scottish Government, scale 1:500. (2016). [online].
social exclusion experienced by many residents of
the Gorbals has led to initiatives being established
to drive a further sense of community and to im-
prove the economic prosperity of the area (Pendle-
bury, 2015). This can be seen in the GoWell scheme
which aims to provide activities that help local resi-
dents understand the connection between their liveli-
hood and health as an outcome of investments within
their area and how beneficial it can be (GoWell, n.d.).
The organisation primarily supports young people
to gain practical skills from a young age to ensure
they have an employable skillset, reducing the gap
between those who grow up in deprived areas and
those who grow up in affluent ones (GoWell, 2015).

Shettleston VS Bearsden
Financial inequalities are found all throughout Glas-
gow, but the sheer variances can be clearly seen
when the deprived area of Shettleston is compared
to the affluent area of Bearsden. Bearsden is locat-
ed in East Dunbartonshire, on the outskirts of Glas-
gow and its residents are, for the most part, wealthy.
The district scores highly on the Scottish Index of
Multiple Deprivation, as shown in Figure 1, with
6 categories falling within the least deprived de-
cile. This highlights that factors such as health, em-
ployment and education are to the highest standard
within this area, which gives the residents an ad-
vantage, with more opportunities to live a long and
prosperous life (Paton, Mooney & McKee, 2012).

However, comparatively, Shettleston is an area of
high deprivation, unemployment and economic in-
stability. As Figure 2 shows, Shettleston scores very
poorly on all categories with 7 out of 8 of the cate-
gories being in the first decile, which represents the
most deprived areas. This is very concerning, as it
demonstrates that many problems are occurring, from
unemployment to poor health, which will in turn af-
fect all aspects of an individual’s life. This is further
supported by Figure 3, as it illustrates the socio-eco-
nomic issues Shettleston is facing. The table shows
that 35% of those living in Shettleston are income
deprived, which is more than double the Scottish
average of 15%. This is a significant difference and
highlights the extent to which economic inequalities
are present within Glasgow. Furthermore, the figure
indicates that there are a vast number of socio-eco-
nomic factors at play which influence health and pov-
erty within Shettleston. It is vital for geographers to
be concerned by what is occurring, not just in this
area but throughout Glasgow, as there is a sharp spa-
tial disparity between those who are economically
stable and have access to resources, and those who do
not, resulting in poverty with few means of escaping.

Glasgow’s Health Inequalities
Economic inequalities also interweave with other so-
cietal problems, such as health. This is particularly
ture of Glasgow where a high level of poor health
and mortality rates are recognised as being one of the
largest problems facing the city today (Livingston
& Lee, 2014). Scotland, as a whole, has the highest
mortality rates in Western Europe, with Glasgow hav-
within the area. In Glasgow’s East End “…successive economic growth within the city and ultimately help to sporting event would be the catalyst for further eco
took place in Glasgow. It was hoped that this famous
by prosperous ones had fewer people living with Type 2 diabetes than those that were surrounded by poorer districts (Livingston & Lee, 2014). This makes an interesting argument that those living near affluent areas often have more positive influences and better resources close by, which can result in better overall health.

Glasgow’s Commonwealth Games 2014

In the summer of 2014, the Commonwealth Games took place in Glasgow. It was hoped that this famous sporting event would be the catalyst for further economic growth within the city and ultimately help to close the economic inequality gap which is prevalent within the area. In Glasgow’s East End “…successive decades of deindustrialisation, disinvestment and economic destruction left the area with high levels of unemployment, poverty and other social ills” (Paton, Mooney & McKee, 2012, pp.1477). This has led to many attempts to resolve the economic issues faced in the areas to create additional wealth, but it still remains one of Glasgow’s most deprived communities.

Conclusion

In conclusion, there are many economic inequalities throughout Glasgow, with a clear gap between those who are well-off and those who are deprived and living in poverty. The divide has resulted in many disparities which include variations in health, mortality rate, employment and educational attainment, which are all dependant on where someone lives within the city. It is very challenging to decipher if in fact the economic inequalities which Glasgow is facing are narrowing or not; they are to some extent due to the new projects and initiatives which are being set up to help reduce this form of inequality, but only very slowly. Overall, geographers should be concerned about the trends in geographic inequalities due to the spatial and temporal disparities which are present. It is clear that not enough is being done from a bottom-up approach through working with communities, instead of being reliant on the trickle-down method that is not going far enough to help those most vulnerable.
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Abstract – This paper discusses the relationship between population growth and sustainable development by utilizing datasets available online, courtesy of The World Bank. Using a variety of indicators, it is possible to examine issues of comparative economic development during the period 1960 to 2015. This paper focuses particularly on GDP, CO2 emissions, and renewable energy consumption in association with population growth to determine the level of Sustainable Development in each country. By comparing two developing countries, with two that are developed, it is also possible to evaluate how, and why, the experience of economic growth and development vary between them.

Introduction
It is the proposed addition of a new geological era, the Anthropocene, that motivated me to explore the relationship between population growth and Sustainable Development (SD). Using data collected by the World Bank (2017) between 1960 and 2015, I hope to find a correlation between the two. By comparing two developed countries, Ireland and Norway, with two developing countries, Niger and Chad, I will attempt to determine whether or not development is a contributing factor.

Population Growth
First, it is imperative to look at the population growth for these four countries. In Figure 1, it is possible to see that both the developing countries have a high, and fairly consistent, rising population growth rate. This means that the overall population of the country is increasing at a rapid rate, which could have detrimental environmental consequences - as outlined in Moffatt et al. (2001). The developed countries however, Ireland and Norway, have a lower and sometimes even a negative population growth rate. This suggests a lower overall rise in population and a lessened environmental impact, which is why other indicators should be taken into account when considering sustainable development.

Sustainable Development
To create a greater understanding of the level of SD, I will be using three indicators:
1. GDP per capita: to recognise the level of poverty within the country.
2. CO2 emissions: in order to understand the countries’ contribution to air pollution.
3. Renewable energy consumption: which indicates the countries utilizing sustainable energy products.

Using GDP per capita helps to outline whether there is a high or low level of poverty within a country. As shown in Fig. 2, it is clear to see the constant low figures held in Chad and Niger; indicating a high level of poverty. Ireland and Norway seem to be experiencing a stronger economy, and therefore the population has an increased share in the overall wealth of the country. This implies that Ireland and Norway have less poverty and are therefore more sustainable: according to the indicators surrounding the United Nation (UN) first Sustainable Development Goal (SDG), No Poverty (2019).

Secondly, in Fig. 3 we can see that the developed countries, Ireland and Norway, have a considerably higher amount of CO2 emissions. The developing countries of Chad and Niger have practically no emissions.

1 Fig 2- The data for Niger is obstructed by the similar data by Chad.
According to Elliott (2006), the key cause of CO2 emissions is the burning of fossil fuels. This is something more likely to be seen in a developed country due to the industrialisation process having already occurred, and it explains why there is a lack of CO2 emissions in Chad and Niger: there is less demand for such expansive energy needs due to lack of industrial infrastructure. This data then gives the impression that Ireland and Norway, compared to Chad and Niger, are not as sustainable. While Chad and Niger have been consistently hitting low carbon emissions, the overall trend for Ireland and Norway sees an increasing amount of CO2 being released into the atmosphere between 1960 and 2015.

Lastly, if we consider the renewable energy consumption from each of these countries we can again see, in Fig. 4, a distinct difference between developing and developed countries. Chad and Niger remain high on the chart, with a greater overall percentage of renewable energy consumption when compared to its developed country counterparts. It is worth mentioning that the data shows that Norway is significantly more sustainable than Ireland, with an average of 58.6% renewable energy consumption compared to Ireland’s average of only 3.4%.

Evidence of Connection

When starting this research, I wrongly assumed that higher rates of population growth would result in lower levels of Sustainable Development. I have in fact found the opposite to be true. The average population growth rate for Niger (3.2%) and Chad (2.8%) indicates a rapidly increasing population, but the three indicators of SD show the countries both have high levels of renewable energy use (on average: Niger 83.7% and Chad 94.5%), and a low level of CO2 emissions (on average: Niger 0.07kt and Chad 0.03kt). Both indicate a positive approach to SD. However, the remaining indicator (showing GDP per capita) demonstrates a great level of poverty in these countries (Niger $242.62 and Chad $328.60); this is a negative approach to the goals of SD (namely SDG1 (UN, 2019)). However, using GDP per capita may not be the best way to measure poverty, as this assumes that everyone has an equal share of the wealth (Dietz and O’Neill, 2012). Overall, however, we can see that the developed countries with larger populations and population growth are not necessarily having an adverse effect on SD.

If we look at the developed countries, we can reach same conclusion here. The lower population growths of Norway and Ireland (Average: 0.68%, 0.89%) are in relation to the lower renewable energy use (Average: Norway 58.6% and Ireland 3.4%), and a higher amount of CO2 emissions (Average: Norway 8.2kt and Ireland 8.0kt) – both negative approaches to SD - but a lower level of poverty due to increased GDP per capita (Average: Norway $32,108 and Ireland $19,225) - a positive. Overall, low population growth does not necessarily have an auspicious effect on SD.

Conclusion

Using data provided by The World Bank to find a link between population growth and SD has proved difficult. SD is such an expansive subject with many different outlooks. One of which is the United Nation’s (2019) 17 Sustainable Development Goals (SDG’s); three of which were the basis for my indicators: No Poverty, Affordable and Clean Energy, and Responsible Consumption and Production. I have had to narrow my own definitions down to just three indicators, which over-simplifies the whole process. While my research shows there is a correlation between population growth and Sustainable Development, due to the small and limited sample of this analysis, this relationship is not certain. I would encourage more research into this topic using many more indicators in order to attain a true reflection.
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Abstract – The aim of this essay is to discuss corporate sustainability reporting and corporate social responsibility (CSR) in the global fashion industry. Throughout the paper, the corporate sustainability reporting of Fenix Outdoor, a company focused on outdoor products, is used as a case study; with their 2016 CSR report being referenced to draw attention to the issues experienced by the whole fashion industry sector. The findings suggest that CSR reporting has moved beyond annual reports to stakeholder-engaging ways of reporting about companies’ sustainability practices, and that one of the biggest challenges to CSR remains the collection of reliable data across the whole supply chain.

Background
The clothing and fashion industry has become one of the most globally dispersed industries, with companies outsourcing materials and services to different countries and regions around the world; mainly to developing countries where wages are low, and recruiting cheap workforce is possible. Due to the concern over workers’ well-beings and stakeholders’ increased awareness of environmental and social issues, companies are increasingly being held accountable on sustainability issues present in the fashion industry, which are reinforced by the consumerist lifestyle encouraging disposable fashion: ‘desire for fast fashion has created demand for 80 billion new garments per year’ (Abreu, 2015, pp. 2). Corporate Social Responsibility (CSR) refers to the responsibility of companies towards their stakeholders and the environment. Langenwater (2009) listed some of the principles of sustainability practices in companies, including ‘respect for people (at all levels of the organization), the community and its supply chain; respect for the planet; recognising that the resources are finite; and generating profits that arise from adhering to these principles.’ Some sustainability issues in the fashion industry are the working conditions and labour rights violations across the supply chain, toxic chemicals and pesticides used in the pretreatment dyeing of the fabrics, the pesticides used in cotton production, and poor waste management. Supply chains in the fashion industry are complex due to their high level of vertical disintegration and geographic dispersal, and for that reason it remains a challenge to ensure reliable CSR practices throughout the entire supply chain (Perry and Towers, 2013).

Issues in CSR reporting
The most common and widely used framework for providing guidance on CSR performance disclosure is the Global Reporting Initiative, first released in 2000 to make reporting more uniform, consistent and comparable across companies. However, even companies that use the same framework for CSR reporting can focus on very different aspects, and have a very different structure in their reporting, which complicates their comparability. The reliability of data disclosure is vital because it positively correlates with the credibility and perceived responsibility of the company. Ensuring reliable data collection for CSR disclosure is therefore crucial, but remains one of the biggest challenges for many companies, including Fenix Outdoor. This is especially true in waste management because in some locations where the company operates pay for waste based on weight, while others do so by volume, and the smallest ones only pay for the bins or collectors they use (CSR Fenix Outdoor 2016, pp.20).

Another complication in the data collection in the case of Fenix Outdoor is that their overall consumption of energy increased in 2016. This was mainly stated to be attributed to several new stores and the consolidation of a new factory (Progressz Kft), but also because ‘locations were able to gather additional data, omitted in the previous reports’ (CSR 2016 pp.13). This is an example of the problem of finding out that in the past there have been impacts that have not been accounted for. Although reporting about the problem afterwards is better than hiding it, the fact that there has been something undisclosed, even if done unintentionally, weakens the company’s credibility.

Additionally, it can be difficult to find public financial information of the subsidiaries of the main company. This is because most of the information that is disclosed from the perspective of the main company is at the expense of that of the subsidiaries, often better known by the consumers. It is notable that companies are moving beyond reports and use various other communication channels, such as corporate websites to engage with and inform their stakeholders on their CSR practices. For example,
Fjällräven’s corporate website has a section devoted to “responsibility”, but their detailed CSR disclosure is embedded within the CSR report by their parent company Fenix Outdoor, and is sometimes indistinguishable from the parent company’s details. Putting more effort into the CSR reporting of the main company, than that of its subsidiaries, is because larger companies have more pressure to disclose information on CSR than smaller companies/subsidiaries/brands (Abreu, 2015); but, it still impedes the comparability and full transparency of the parent company.

Environmental and Social Standards and Codes of Conduct
The role of environmental and social standards is fundamental in shaping corporate social responsibility. Being a member of NGOs, such as Fair Labor Association (FLA), that ensure adherence to international and national labour laws is a way for companies to gain credibility to their sustainability practices. To use the example of Fenix Outdoor, the company started publishing annual CSR reports in 2011 and became a participant of the UN Global Compact Principles in 2012. Their principal focus in 2016 was the deepening of the activities within Sustainable Apparel Coalition (SAC) and improvement of their activities with the Fair Labor Association (CSR Fenix Outdoor 2016, pp.4).

Fenix Outdoor has developed their own managerial guidance document called “The Fenix Way”, which is based on the FLA Workplace Code of Conduct and several other international standards, such as The UN Global Compact. It is also notable that when the legal requirements set forth by national laws are less strict than the code, suppliers adhering to The Fenix Way should always apply the highest standards to prevent exploiting countries where people would be willing to work overtime at the expense of their wellbeing just so they can earn more money to provide for their families. However, Gupta (2012) notes that not all companies are ready to agree following international recommendations. Despite being widely recognised, one cannot stay uncritical of NGOs such as FLA - their practices and legitimacy must be examined. Fenix Outdoor is a member of FLA and their own Code of Conduct follows the requirements set by FLA. According to the 2016 CSR report of Fenix Outdoors, 97.2% of their brands’ suppliers had signed the Code of Conduct of the company by the end of 2015, and in 2016 approximately 91.2% had signed the Code. Fenix Outdoor explains this drop as a result of two factors: firstly, they have discontinued certain product ranges where they had a strong support for their Code; and secondly, they have consolidated their supplier-base and adjusted that to their specific needs, which resulted in increasing the number of new suppliers to their system (CSR Fenix Outdoor, 2016, pp.5). Müller (2009) criticizes FLA by saying that even if the FLA code refers to all operational facilities of the company and its suppliers, contractual partners and licensees, it is quite easily legally bypassed. This is because of the exception it allows: very small facilities with business connections of six months or less during the last 24 months, and those that deliver less than 10% of their yearly production to a FLA member are not concerned by the FLA code. The issue is that in the fashion industry, short-time contracts are very common. Müller adds that supply chains are frequently subject to modifications and changes, meaning that the standards by FLA are often too inflexible and limited. One positive aspect of the FLA is that participating companies agree to both internal and independent external monitoring that takes place in the form of unannounced visits (Wick, 2005). In 2016, FLA conducted several on-site audits, checking the implementation of the Code, and the application of FLA processes and standards for Fenix Outdoor (CSR Fenix Outdoor 2016, pp.27). However, this thoroughness of the verification of the code implementation is not always the case everywhere, as pointed out by Esbenshade (2004) when he voices the concern that some codes are not enforced beyond requiring the supplier to sign that the factory is following the code.

Stakeholder involvement strategies
The company’s relationship with their stakeholders has become of crucial importance and engaging with and listening to stakeholders is desirable—both in terms of strategy and business ethics. CSR is a moving target, which requires good adaptation skills and stakeholder involvement strategies from the company. Morsing and Schultz (2006) argue that managers should move from “informing” and “responding” to “involving” stakeholders in CSR communication itself. Eleven years later, many companies have been able to develop completely new ways that allow them to engage with their stakeholders: the surveying of customers has developed a lot and social media has taken a big role in public relations involving stakeholders.

‘So far we have conducted a customer survey for our retail business in 2015, a stakeholder roundtable involving representatives from academia, media, non-governmental and not-for-profit organizations
NGOs), governments, international organizations, consumer groups, trade associations and suppliers in 2014 and several social media interactions with various groups (CSR Fenix Outdoor 2016, pp.7).

It is also remarkable that the perceived importance of different stakeholder groups changed noticeably in one year:

‘A quick survey among the top management revealed a slight shift in the stakeholder ranking: while now 83% of the managers think that the end consumer is the most important stakeholder, 17% think that it is the business partner; in 2015 staff and retailer were seen as most important stakeholder groups. The current ranking looks as follows: End Consumer > Retailers and business partners > Staff/Suppliers > Authorities > Media > NGOs > Owners’ (CSR Fenix Outdoor 2016, pp.9).

It is notable that in one year customers’ importance to the company increased by 50% in a poll where several managers were asked to rank the stakeholders they feel are the most influential to the business, as customers scored only 33% in 2015 but 83% in 2016. (CSR Fenix Outdoor 2015, pp.9)

Very often companies address sustainability in a symbolic and rhetorical way, or using pictures and other subtle marketing strategies in their reports, making the stakeholders associate the product or service with aspects that might reinforce the desire to invest in the service or the product. These desirable aspects can be anything from the image of sustainable lifestyle to gender equality. Social action itself is becoming a marketable “item”, and commodity activism is increasingly present in the contemporary world where commercial forces mobilize consumers’ values. (Mukherjee and Banet-Weiser, 2012)

Fenix Outdoor states one of their goals is to increase people’s respect for nature. This would make the stakeholders associate their products with an environmentally friendly attitude, which is a very efficient marketing strategy that would “justify” the company’s desire for growth in the market. Past research suggests that what individuals do earlier in their lives often influences what they believe later in their lives, and that direct contact with nature has been shown to increase interconnectedness and love for nature (Kaplan and Kaplan, 1989).

**Conclusion**

CSR practices of the global fashion industry still face great challenges, such as the reliability and comparability of data collection, and its truthful disclosure. This is a crucial issue to tackle since data collection is relevant in all aspects of CSR from environmental issues, such as CO2 emissions, and issues in human rights to wage levels and the security of employees; which are all problems present in this labour-intensive and heavily polluting industry. It can also be noted that companies have started considering customers as their most important stakeholders and have developed new ways of engaging with them by using social media platforms. To maintain its image as an environmentally friendly company, Fenix Outdoors should ensure reliable and relevant data collection across the supply chains, raise awareness amongst key industry players, and disclose more detailed sustainability information on the subsidiaries’ corporate websites.
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Critical Reflection Essay on Food Waste
Alexandra Imberh, First Year Sustainable Development

Abstract – Food security is one of the most pressing tasks that is being addressed in relation to sustainable development. Parallel to two billion of people worldwide going malnourished or hungry, we are throwing away one third of the global food production every year: an unacceptable paradox. As studies show, most of the food in Europe occurs at the household level of the food production chain. With this context in mind, in this essay I critically engage with theory about social practices related to food waste at the household level, before reflecting on my own food waste practices which I recorded in a diary. I will mainly draw upon insights from David Evans’ studies (2011; 2012) and elaborate on the socio-material context of my student life, as well as the way awareness about the severity of food waste might shape my food waste practices.

Introduction
The question of food security is central to sustainability issues and one of the most pressing tasks. Solutions must be found in the near future, as manifested in Sustainable Development Goals (SDGs) 12 and 17. While almost 1 billion people go malnourished and another 1 billion go hungry (UN, 2018), billions of kilograms of food that is produced gets wasted every year. This is a macabre paradox. More precisely, an estimated one third of global food production is wasted each year (FAO, 2011). In Europe specifically, consumers at the household level are responsible for 53 percent of food waste (Stenmark et al., 2016) as people there can simply ‘afford to waste food’ (FAO, 2011, p. 14). In lower income countries, more food loss (two thirds) occurs in the post-harvesting and processing levels of the food chain (Chalak et al., 2016). In Western countries, food wastage is happening at a higher level in the food chain, and thus accumulates value due to upstream resources that go into its production, which has serious implications for climate change.

This essay will focus on food waste as it occurs in households, which is defined as food that otherwise could have been eaten or parts of food that tend not to be eaten (such as vegetable peels). In the UK, 60 percent of food thrown away in 2012 was avoidable (WRAP, 2012). A high level of awareness about the severity of food waste and its implications for the environment could lead to elimination of food waste to some degree. This essay will explore this possibility by using David Evans’ study on food waste occurring in UK households, which finds that awareness alone does not lead to decreased food waste (Evans, 2011; Evans, 2012). A focus on the individual as a wasteful consumer takes away much of the complexity of social structures surrounding household food practices and the material aspect of solutions, such as adapting packaging (ibid.). The essay will further reflect on personal data collected in the form of a diary in relation to the sociologically-informed implications of food waste and the Evans (2011) study.

Theoretical framework: The sociological approach to Food Waste
The theoretical framework underpinning this essay stems from a sociologically-informed perspective on food waste, a more ‘practice-based approach’ (Reid, Hunter and Sutton, 2011, p. 221) in comparison to the individualistic oriented behavioralist take. This approach takes into account the bigger picture of social and material conditions of food provision, and their influence on why and how food waste occurs in households. “Practice theory”, as coined primarily by Shove on a series of papers on social practice and transitions (see, for example, Shove, 2010; Hand et al., 2007), rejects the paradigm in behavioralist studies working with a framework centered around individuals’ attitude, behavior and choice. Evans (2011) makes use of the practice-based perspective by framing the subjects of his study as social actors, acting as part of their environment. He thereby suggests ‘that the passage of “food” into “waste” occurs as a consequence of households enacting ordinary domestic practices and negotiating the contingencies of everyday life’ (Evans, 2012, p. 53).

I found this approach constructive when reflecting upon my data on personal food waste, collected over the span of a week. The amount of waste I produced was noted in a diary. Diaries have proven to be useful in this context of food waste research (Evans, 2012; Reid, Hunter and Sutton, 2011), not only as means of collecting data for researchers, but for the subjects as well, as “the processes of reflection and questioning, rather than the information used or provided as part of that process, lie at the heart of change” (Reid, Hunter and Sutton, 2011, p. 722). Reid et al. further suggest that ‘there is clearly a link between diaries designed to encourage reflection, and the impact of this reflection...’ (Reid, Hunter and Sutton, 2011, p. 722).
on behavior’ (ibid., p. 723). The authors focus in their study on a more behavioralist approach and elaborate further on notions such as a loop-learning, which suggest that behavior will change when reflection on negative impacts occurs, followed by a correction of those actions (ibid., 721). I found that the problem for me was not one of awareness about the impacts of food loss, but rather the socio-material context of my food practices.

**Reflecting upon Personal Data Results**

I believe the sociological aspects to be of greater impact on my food waste behavior. The fact alone that I moved from living at home and sharing food practices with my family to living as a self-catered student has implications for my relationship with food waste. As Evans observed with some of his subjects in the 2012 study as well, the socio-temporal context of having to match university schedules (in my case) with the intention to prepare “proper” food makes it hard to avoid food going bad (Evans, 2012, p. 51-52). During the period of my data collection I found myself throwing out leftovers, which I had replaced with easy-to-cook fresh meals, even though I considered myself to act sustainably by leaving leftover food to make for another meal the next day. A majority of my waste ended up being vegetable and fruit peelings, and there is the possibility to dispose of these more sustainably in the future; so far, we only have one commercial waste bin provided in halls, which goes into landfill. Back at home, I live in the countryside, and all unavoidable food waste goes into compost to be used as fertilizer in the garden. The difference in household practices ultimately shapes my behavior surrounding waste. One of the university’s short-term solutions concerning food waste will be composting food waste instead of sending it to landfill, so my task will be to make use of that opportunity (University of St Andrews, 2018).

Packaging problems and preparing too much food are other issues that Evans pointed out in his study, drawing back on the material contexts of food provision (Evans, 2012). I sometimes find it hard to shop for a single person and overestimate the amount of food I need to cook. Some conclusions I drew from my personal data concerning this context are that I could talk to my flat mates to avoid throwing out decayed leftovers in the future, by sharing leftovers with them. Preparing food together, on the other hand, proves to be more difficult as timetable clashes often prevent us from dining together. Hebroks and Boks (2017) suggest in their article that proper storage of food items is key to avoid waste. The fridge and freezer appear to be the most useful kitchen items in a student lifestyle like mine, as products like bread and leftover meals could be frozen, and thereby kept fresh for longer. A concern could be the increased emissions of having to freeze food and then reheat it in the microwave again, but it shows that these emissions are in fact ‘far smaller than those caused by food going to waste’ (Hebrok and Boks, 2017, p. 386).

**Food in Halls**

At my workplace in the canteen in halls of residence of the University of St Andrews, I am confronted with the amount of food waste building up there. Students turn “food” into “waste” simply by leaving leftovers on their plates, which we as staff have to throw out. Reducing plate sizes can lead up to 20 percent less wasted food as ‘people generally overestimate how much food they will eat and underestimate how much food fits a large plate’ (Hebrok and Boks, 2017, p. 389). This could be a suggestion for how the university handles food waste in halls in the future.

In addition, a policy requires the staff not to store any cooked food longer than 4 hours for food safety reasons, which results in large quantities being thrown out every night after the serving is over. As Evans (2011) and Hebrok and Boks (2017) point out, usually more importance is given to risk avoidance and ensuring food safety than to the avoidance of waste. The kitchen does try to reduce its waste by allowing students to go for “seconds” after the serving closes, and additionally providing the staff working there with a meal out of leftover food after the shift. Furthermore, me and my colleagues try to reduce food waste by “boxing” as much food as we want before it gets thrown out. For me the dilemma of wanting to “save” as much of the good food as possible but not being able to store it correctly and eating it in time occurs. The binning process just gets postponed, “[deferring] the (perhaps inevitable) disposal of certain foodstuffs’ (Evans, 2012, p. 52).

**Conclusion**

Being a self-catered student in halls of residence, and working in the university canteen allows insight and personal experience of both worlds, and the effects these conditions have on practices with food waste. By utilizing sociologically-informed perspectives to reflect on my own dealings with food waste, I was able to tease out solutions. A starting point could be the ‘material infrastructures of provision’ (Evans, 2011, 438), instead of focusing on individual’s motivation to waste or not waste food. As Evans points out, waste is a natural occurrence in all food practices and is part of a household’s food routine as much as
preparing and eating the food is (Evans, 2012). Solutions must be found on infrastructural and social levels, and the conditions of food provision must change. Evans shows in his studies, and I myself encountered this notion: it is not the lack of awareness that leads to avoidable food waste. The ongoing food crisis definitely has to be tackled by the increased productivity and efficiency of primary production, but as the FAO report pointed out, ‘tensions between production and access to food can also be reduced by tapping into the potential to reduce food losses’ (2011, 15).
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Abstract – This essay critically evaluates drivers of food waste, starting with how consumption and practice theories affect our relationship with it, from the household to national scale across temporally related shifts. It looks at large events, such as the impact of wartime rationing, and other influencers such as family dynamics. It also assesses how modern perceptions of health and socio-economic imbalances can affect choice. It includes my own research using my food waste diary and those of my parents, grandparents, and friends. I chose to conduct further research because I live in catered halls and wanted a broader sample pool from which to make observations; much of my essay focuses on things external to the university environment.

This essay critically evaluates drivers of food waste, starting with how consumption and practice theories affect our relationship with it, from the household to national scale across temporally related shifts; such as, the impact of war-time rationing, and other influencers such as family dynamics, modern perceptions of health, and socio-economic imbalances affecting choice. It aims to compare literature on the topic with my own opinions and primary sources; my own food waste diary alongside that of my parents, grandparents, and another retired couple. I chose to conduct further research because I live in catered halls and wanted a broader sample pool from which to make observations, so much of my essay focuses on things external to the university environment.

According to Warde (2005), human consumption is a practice driven by mutual comprehension behaviour and engagement. This system is inherently dynamic: driven by cultural convention, socio-economic circumstances, and spatial and temporal organisation (Warde, 2005). This process is also understood as “Specular interaction”- the processes by which humans shape each other’s behaviours (Cochet, 2015). We can use this understanding of human interaction to look at why we waste food, and how this has changed over time.

One would automatically assume that applying this theory divides “Western” nations, such as the UK, and developing countries due to different behaviours founded on different histories, and it does: the FAO explained in 2011 that food waste is a huge problem in both areas, but whilst the UK consumer is found to throw away 70% of post-farm waste (WRAP, 2019), in developing countries it is predominantly ‘food loss’ arising after harvest due to poor technology and planning (FAO, 2011). In fact, in the developed world and amongst more affluent people, food is seen as an opportunity for “exploration and self-expression” rather than necessity (Devault, 1991 as cited by Fischer, 1992). This is demonstrated by my ‘vegan egg’ substitute going into the bin after being deemed ‘slimy and rubbery’ (Figure 1). As someone who has a certain amount of monetary freedom, I have no need to eat something that I won’t enjoy if I can just as easily eat and afford something that I will.

An example of technological advantage and temporal success lies with the invention of the refrigerator. The advancement of refrigeration led to the production and consumption of more foods that go off quickly when not cared for (Garnett, 2011), consequently increasing waste. Another temporal and social shift is the influence of rationing on food consumption. During World War II in particular, rationing practices discouraged food waste as consumers were limited in their resources, so learnt to make use of every part of the food they had (Thyberg & Tonjes, 2016). For example, the ‘Dig for Victory’ campaign encouraged people to grow their own food and buy less. As a by-product, this highlighted the need to reduce consumption. In my own research, Kathy Bowen stated ‘we were brought up by parents who had lived through the war and wasted nothing!’ (Figure 5). My grandparents also recorded very little waste and stated ‘we are usually quite good at eating leftovers’ (Figure 2), thus once again being suggestive of people who grew up learning to save. Post World War II, Western (specifically within the U.S, but I feel justified to extrapolate) culture moved towards one of abundance and waste, caused by cheaper food that people could get more of (Thyberg & Tonjes, 2016). This is supported by my parents’ food waste diary (born in the late 1960s): it is much fuller and more reasons for food waste regard disliking it, therefore demonstrating how the privilege of being able to eat what you want and when you want ultimately leads to more waste.

There are discrepancies relating to the time available for cooking, storing, and preparing food. David Evans (2014) outlines the journey of food from planning, through shopping, preparation, consumption, storage, and ultimately to the bin, and explains how the planning process is usually much more subtle.
than drawing out a meal plan and sticking to it to the letter. It allows for contingencies and last-minute changes. It is also very reliant on routine, as shown by Evan’s case study of Sarah, a wife and mother of two, who buys fresh vegetables to replace those she has only half used as they’re past their best.

I also agree with his statement that supermarkets have led to higher levels of food waste, as items are often only available in large quantities (Evans, 2014) and the availability of offers; hence, creating an overwhelming feeling that causing you to overbuy. In my study, most “off” food that was thrown away was bought from a supermarket. This raises the issue of consumer provenance and how we value food depending on where we purchase it. Watson and Meah (2013) discuss how food is valued less when bought in places with high staff turnover, such as supermarkets, rather than a more social purchasing experience; this lack of value perhaps leading to higher levels of waste.

Another interesting observation in both mine and Evans’ study are the family dynamics involved in the buying and eating of food. Evans (2014) and Fischer (1992) discuss Devault’s 1991 work on ‘Feeding the Family’. Devault talks specifically about how women pay attention to eating preferences of each family member, and how they balance demands and limitations of income, work and other factors. This encourages the purchase of “fail safes” and “back-ups”, leading to surplus food, and therefore waste (Evans, 2014). In my parent’s survey, my mum threw out food twice because of my sister’s preferences. Similarly, in one of Evans’ study, a subject throws out half a cauliflower because their family only like it “when it’s “smothered” in cheese”, and she doesn’t want to cook something so unhealthy twice in a single week (p. 35).

This leads into the strong imperative found by many to “eat properly”; my point, again, is based on work by Devault (1991) and is discussed by Evans (2014). “Proper eating” involves fresh ingredients, cooking from scratch, and experimentation (Evans, 2014). As above, experimentation is a privilege (Fischer, 1992), but the other two are financially viable for most. Sarah, of Evans’ study, routinely buys the same vegetables to feed her family, but very often intentions to eat well don’t quite align with reality. We often face time constraints and other commitments (Watson & Meah, 2013), so fresh food often goes off before eaten (Evans, 2014). Anxieties surrounding hygiene also come into play here, as Sarah often replaced vegetables, even though they were still edible as she (like most others) would rather “play it safe” (Evans, 2014).

There are other anxieties surrounding food consumption and waste, which I believe to be products of “Western” culture. The increasing ease of accessibility to food could have a major effect on what and how much people eat (White, 2007). It’s questionable as to whether excessive consumption is wasteful as it is technically eaten, but if the only outcome is weight gain, it is unnecessary and therefore wasteful. At the other end of the scale, I interviewed Sandra (not her real name), a friend who has suffered from anorexia in the past. She used to hide food from her parents and dispose of it at school, which whilst counting as “food waste”, wasn’t thrown away due to excess purchase.

Most anxiety surrounding food waste does not concern environmental impacts, but the personal financial impact of this, and any guilt, is usually directed towards people with less means to consume (Evans, 2014). Whilst these are valid concerns, they don’t connect with the socio-environmental consequences of waste (Watson & Meah, 2013). To change behaviour surrounding food waste, we need to target specific behaviours that require changing. According to Shove (2010), behaviour change can often depend on institutional and social conditions, making attitudes and behaviours the product of specular interaction (Cochet, 2015); thus, drawing responsibility from the individual consumer and pushing it towards a more influential actor (Maniates, 2001). Nudge theory has been very effectively employed in food waste scenarios to change behaviour without invading personal lives. Living in catered halls, I personally do not throw much away. However, a lot of food does go into the bin from the kitchen as it isn’t eaten by students; another example of overprovisioning to be better safe than sorry. Studies have shown that switching to a tray-less system reduces food waste in university halls (Getty & Thigagarajah, 2013), and with our plate sizes being deliberately small, students are prevented from taking more than they need. I believe that this could have a knock-on effect on the food waste recorded by kitchen staff, leading them to reduce the amount of food produced in the first place. To further decrease food waste in halls, it would be very beneficial to have students say what they want to eat a week in advance so that rough estimates of portions needed could be made and only slightly exceeded to ensure there is enough. This could also be supplemented by less perishable foodstuffs that can be stored for longer periods of time.
Conclusion

To conclude, food waste practices have changed over time as a result of major structural changes, such as the Second World War, and much slower, long term changes that take place as a result of social and infrastructural conditioning. How we value food evolves depending on its ease of availability and our own changing perceptions, depending on the information seen and processed by different individuals; such as, two children being brought up as neighbours, one taught to throw things away when they hit the best before date and the other to eat things until they have mould growing on them. Food waste is intrinsically linked to how we value food, with periods of austerity leading to less food waste, and high provision normally leading to more waste. To decrease levels of waste, we must therefore look at how food is perceived by people and what we can do to influence the value of food.

![Additional food and drink waste](image)

**Figure 1. My own food waste diary**

![Additional food and drink waste](image)

**Figure 2. My grandparents diary**
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What is divestment’s role in a just transition and does it represent a legitimate means of reaching a global low carbon future?

Meggie Beattie, First Year Biology

Abstract – By critically evaluating the divestment movement we can better understand if it is a useful cause to engage in, and if it will push a movement towards what is needed for a sustainable future; a just transition. In evaluating the movement itself, its actions, as well as the direct and indirect possible effects, this article works towards generating a better understanding of if this is an effective tool for sustainability.

Introduction

A just transition to a low carbon energy system is essential, and needs to be done in a way that can cope with increasing demands for access to clean and affordable energy (Healy & Barry, 2017). This leads to the necessity of reducing fossil fuels. Starting in 2011 on university campuses, the fossil fuel divestment (from now on referred to as FFD) campaign puts itself forward as a way to encourage this transition and now has multinational reach with 58,000 commitments to divest from over 76 countries (Ibid). It involves the encouragement of institutions to divest from fossil fuels, an action that has more widespread influences than direct impact. As the largest part of the Fossil Fuel Divestment movement, within this essay, FFD will be used synonymously with reference to the divestment movement. This essay will explore if divestment is useful for the push towards a just transition by looking at its aims, influences and supposed effects.

Just transition and low carbon future

A global energy transition is essential, as halting or at least decreasing the rate of climate change is something that needs imminent action (IRENA, 2018). For this transition to be just, it must address the problems involved with energy justice, such as the politics of availability, accessibility and sustainability (Healy & Barry, 2017). With this, it should be understood that the transition is also a political problem involving power, as well as resource distribution, and should be addressed as such (Burke & Stephens, 2018). If energy justice is not built into the transition, then any new energy system will just continue the habits of the past global political economy (Healy & Barry, 2017). To achieve this, many approaches will be needed, with FFD representing just one part of this global movement.

Divestment movement

Divestment is the reduction of investments that are unethical or morally ambiguous, such as fossil fuels (Fossil-Free, 2017). The FFD campaign has called for institutions and individuals to sell shares or other forms of shareholding from firms investing in fossil fuels (Healy & Barry, 2017). Through this and other methods, the movement looks to publicly name, stigmatize, and take away the social license of the fossil fuel industry. The way in which the FFD movement is perceived as unique is in how its climate action has a focus on the energy justice needed in a transition - making divestment at its heart a social justice movement, as well as a climate one (Miller & Richer, 2014). Its focus on ethical and economic limits, as well as the ecological, is key in making sure that the transition towards a low-carbon world is a just one (Healy & Barry, 2017).

The true impact of FFD as a campaign for the transition can be looked at from both direct and indirect effects. In Aying and Gunningham (2015) it is explained how the FFD movement is under no illusions to the fact that while it argues for divestment by investors, others are likely to purchase the divested stocks, and therefore the divestments would have little discernible mark on their value. This is a key issue that highlights how the divestments at this stage are not the point of the campaign, and how the true impact of these actions is the indirect effects and influences into the public sphere (Aying & Gunningham, 2015; Healy & Barry, 2017).

The campaign’s hard-line approach of vilifying fossil fuel companies puts the campaign itself in direct conflict with the financial world and fossil fuel industries (Aying & Gunningham, 2015). As this strategy works to stigmatise the fossil fuel industry, it has obviously garnered disdain, but even that can help in generating publicity in ways that are helpful for the transition movement. For example, through radical shift. The radical shift is where activism is promoted by providing alternative viewpoints that can shift debate through the introduction of more extreme options – this can create impact even if they remain radical ideas as it can help affect institutional policy by indirectly giving legitimacy to the positions of others (Schifeling, 2017). So, in this case, it means more moderate sus-
tainability ideas about climate action and transitions to a low carbon future can be moved into the centre ground. This increase in normalisation can help put forward cases for more substantial divestment, such as those explored by Grantham (2018) at the London School of Economics, which found that investors were unlikely to lose money by divesting from fossil fuels. These types of studies can help lend legitimacy to transitions toward a low-carbon world, and help in convincing the public sphere of its feasibility.

The effectiveness of this stigmatisation in changing public opinion has been much disputed in both academic and industrial discourse. What cannot be denied though is the growth of the movement. This is evident in Figure 1, which shows how in under 5 years the movement grew from almost nothing to having brought about $6 trillion in divestments. A study by Kiyar (2015), on the changing of the energy mix in the four main energy suppliers in Germany, found that that the divestment campaign had little to no impact on decision making for the new structure. The effectiveness of the shaming has also been disputed by studies, such as MSCI (2013) and IEEFA (2018) where little to no effect by divestment campaigns were found. Contradictorily, a study by Cornell (2015) indicates high costs for divesting from fossil fuels. A case that may show the effectiveness of stigmatization is coal discourse in Australia between 2013 and 2016, where the FFD campaign targeted the legitimacy of the coal industry resulting in much discourse in the public sphere, and a retaliation that resulted in the coal industry increasing advertising campaigns (Ayling, 2017; Ayling & Gunningham, 2015). These attempted destructions of the social licence can be useful in getting the transition started, but is not necessarily the only answer to the transition movement in the long term.

Figure 1. Statistical description of growth of divestment movement and associated assets (Caden, 2018)

Divestment continues to divide academia, where some believe it to be important for the projection of the climate agenda, and others fearing that the movement could draw attention away from more effective ways to encourage the low-carbon energy transition (Tollefson, 2015).

Conclusion
While the FFD campaign is a useful tool for bringing attention to issues and acknowledging the social justice side to climate issues more, the divestments are not very impactful in themselves. Divestment does not appear to be affecting more than the politics of sustainability, and while the framework of the movement states it has social justice at its core, it currently functions as more of an attention grabber. Divestment still plays this role well. Ayling and Gunningham (2015) highlight this as stigmatising fossil fuel industries, highlighting the need for energy justice and helping to push for a rapid change in attitudes.
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An Exploration of Future Implications of Background Climate Change
Alusha Romaniszyn, Third Year Geography

Abstract – This piece summarises the key geographical literature pertinent to considering the future implications of background climate change. The piece was designed for use in policy decision making, and thus it should be understood by a general audience, as well as being interesting for more geographically inclined individuals. Therefore, an explanation of background climate change – focussing on orbital forcing and the effect of atmospheric CO2 – is given, before the implications of these processes for future climate change are explained. Of equal importance is the scientific knowledge presented in the paper, highlighting how the submission informs readers on all levels of background climate change knowledge.

Background
The Quaternary is the current geological period, starting 2.6 million years ago and coinciding with the beginning of the genus Homo (Jackson, 2016). This period is characterised by glacials (lasting ~100,000 years) followed by much warmer interglacials (lasting 10,000-15,000 years) (National Geographic, n.d.). This POSTNote will discuss:

- How orbital forcing in combination with atmospheric CO2 concentrations caused these changes and produced the Earth’s present climate.
- How these forces are expected to interact with human factors in dictating the future of Earth’s climate.
- The impact of the expected climate changes involving sea level rise (particularly in the UK) and the impacts on plants and animals.

Causes of Climate Change in the Quaternary
The last glacial maximum of the Quaternary reached its global peak 21,000 years ago (Mann and Selin, 2017), at which point the ice sheet covering most of the Northern Hemisphere’s land mass retreated. 11,700 years ago Earth had warmed into the current interglacial, known as the Holocene, which is characterised by the stable temperatures that have allowed human societies to develop (Ruddiman, 2013). It is not known how the Holocene will end, however, it is likely that Earth will fall into another glacial as has been the case throughout the Quaternary. The following sections will elaborate on the planetary forces which effect the Earth’s climate.

Orbital Forcing:
Temperature is dependent on incoming solar radiation (insolation). Once this has entered the atmosphere it interacts with atmospheric phenomena, like greenhouse gases and cloud cover, before reaching Earth’s surface. The distribution of insolation is what causes different climates over different times and regions – including the seasons – by increasing the temperature between areas (Imbrie and Imbrie, 1979). The insolation at 65°N is an indicator used to study the interaction between temperature and the loss/formation of ice sheets. When insolation is low at 65°N, the temperature is cooler and, consequently there is an accumulation of ice. Conversely, when insolation is high, ablation (a net loss) of the ice sheet occurs. Over 100,000s years of accumulation can form thicker and larger ice sheets, leading the Earth into a new glacial. To end this accumulation of ice, temperatures increase above -10°C, subsequently meaning the rate of ablation increases rapidly enough to surpass accumulation; the ice sheets retreat, and the Earth enters an interglacial period (Ruddiman, 2001).
Roughly the same amount of insolation reaches the Earth each year, but it is distributed differently depending on which phase of orbital variation is currently underway (Imbrie and Imbrie, 1979). These variations in insolation occur over thousands of years – resulting in significant change in the characteristics of the ice sheets present. There are three main orbital variations with different timescales:

- **Eccentricity**: the orbit changes from oblong to more circular, with a periodicity of 100,000 years. This has the least direct effect, but it changes the amplitude of precession effects (Ruddiman, 2001).
- **Tilt**: by affecting the distribution of insolation the Earth’s tilt causes the seasons:
  - As can be seen in Figure 2, the Northern Hemisphere is tilted towards the sun between March and September. It therefore receives most of the insolation, and thus experiences spring and summer at this point of the year. This same process causes the Southern Hemisphere to experience spring and summer from September to March. Tilt varies between 22.2° and 24.5°, with a periodicity of 41,000 years. At 22.2°, the seasons and climate in the Northern and Southern Hemispheres are more similar than the present day’s middling tilt of 23.5°. The opposite is true when the tilt reaches 24.5°.
  - **Precession of the equinoxes**: the equinoxes occur at different points on the orbit each year – due to changes to the direction of tilt and the points of the orbital ellipse – eventually occurring at the same point again after 23,000 years. Its main effect is to change the length of the seasons, as shown in Figure 3.

Due to the elliptical nature of Earth’s orbit, the Northern Hemisphere currently has a slightly longer summer than the Southern Hemisphere by 7 days (Imbrie and Imbrie; 1979). When the shape of the ellipse changes, this ratio also changes.

**CO2 and Orbit:**
Atmospheric CO2 is a greenhouse gas; therefore, a build-up of the gas forms part of the blanket, which is reflected heat energy back to the Earth’s surface (Ruddiman, 2001). A large portion of the insolation which reaches the atmosphere passes through to Earth’s surface. Part of this energy is absorbed and the rest reflected back into the atmosphere. Without greenhouse gases the energy would be lost. However, they act to insulate Earth and reflect the energy back to the surface, repeating the cycle. Together, CO2 and orbital forcing account for the changes in climate seen throughout the Quaternary: orbital variations dictate how much insolation reaches Earth, and the CO2 concentration dictates how much of that energy stays within the Earth system. For example, the greenhouse effect is lessened when CO2 concentrations are low, and so a glacial period would be expected; though this may not occur if there is high insolation due to orbital variations, exemplifying the importance of joint consideration.

**Implications of These Processes for Future Climate Change**
Climatic changes in the Quaternary have dramatically reshaped not only the landscapes of the continents, but also the ecosystems, as illustrated by Case Study 1. It is expected that future climate changes will have a similarly dramatic effect both on sea levels and the distribution of organisms. For example, Barnosky et al. (2014) predicted that some areas currently populated by humans may become uninhabitable due to temperature increases.

**CO2 and Orbit:**
Ganopolski et al. (2016) studied CO2 and orbital
forcing to predict future climate by comparing the present conditions to those of past interglacials. This indicated that if the input conditions were similar, the results would be too. However, it was difficult to find a good analogue because atmospheric CO2 is currently higher than it has been for much of the Quaternary. CO2 emissions are also increasing more rapidly now than at any earlier point in the Quaternary (Haigh, 2017). This is due to human-caused emissions. It would be wholly inaccurate to ignore human impacts, but they are difficult to predict. Regardless of the difficulties, Ganopolsky et al. predicted the Holocene to be an exceptionally long interglacial, lasting for another 50,000-100,000 years. This illustrates the importance of considering both factors since Earth is currently experiencing very low insolation, and without studying CO2, the global climate would be expected to be considerably cooler.

**Case Study 1:**

During the Last Glacial Maximum (LGM), the Laurentide ice sheet covered most of North America, not only preventing the movement of plants and animals, but also holding a large volume of Earth’s water. This opened a land bridge between modern day Canada and Russia. When the global ice sheets melted, sea level increased by a net total of 120m (Clark and Mix, 2002). When this period ended the ice sheets covering the Northern Hemisphere retreated, allowing for vast movements of organisms including humans.

**Impact of Extended Interglacial:**

Earth is experiencing low insolation because it is nearing the lowest orbital eccentricity (i.e. the orbit is more circular), so the effects of precession are dampened (Berger, 2002). However, the coming of a new glacial is not the only potential threat to human society. Barnosky et al. (2014) predicted that “human quality of life will suffer substantial degradation by the year 2050 if we continue on our current path.” Much of this degradation would be resultant from substantial sea level rise (Berger, 2002). Berger (2002) predicted that if humans were to raise CO2 to 750ppmV, all ice on Earth will have melted within 1000 years. This would cause up to 65m of sea level change (National Geographic, n.d.), which would have a catastrophic effect on coastal and low-lying areas; such as, the Ganges Delta, extremely populated coastal cities in China, and the UK, as illustrated in Case Study 2.

**Case Study 2:**

Figure 4 shows the coast of the UK in 3017 if the rise in sea level predicted by Berger (2002) occurred. It would include substantial loss of both populated areas, valuable habitats, and farmland. Only the areas with the greatest altitude would be left, however these are very difficult to farm and live on. The loss of populated areas such as London would cause not only substantial loss of property, but also displace millions of people (Prynn, 2017).

This demonstrates how orbital variations and CO2 levels can combine to have a monumental impact, especially if the rates of human CO2 emissions are not curbed in the “Anthropocene”.

Figure 4: the effect of total ice melt on the UK (National Geographic, n.d.)
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POSTnote on Sea Level Change around the British Isles
Kathryn Hastie, First Year Geography

Abstract – This POSTnote looks at sea level changes around the British Isles, with a focused study on the isostatic and eustatic processes that influence sea level change. By looking at the history of sea level change since the Last Glacial Maximum (LGM), approximately 15,000 years ago, we can determine how sea levels have changed over the centuries. Furthermore, the POSTnote discusses the causes and implications of sea level change, which are important factors to consider in order to put effective management strategies in place to combat the issue of increasing global sea levels.

Introduction
Global sea level change is a profound concern and primary long-lasting effect of anthropogenic climate change. Sea level was greatly impacted by the de-glaciation of the Last Glacial Maximum (LGM), and the British Isles were almost certainly ice-free after 15ka. As the British–Irish ice sheet (BIIS) retreated and all remaining ice sheets vanished, global sea levels increased by 2.5m (Clark et al., 2012). However, sea level changes are not consistent across different areas of the world due to different isostatic changes. Relative sea level (RSL) describes sea level rise with respect to the land and varying land and sea movements; eustatic sea level changes are based on the level of water in the ocean as a whole, without taking into consideration land movements (Rovere et al., 2016). Relative sea level rise shows the variation of sea level on a regional and more local level, illustrating how sea level change is more or less severe in different areas of the British Isles. This allows for “area specific” management strategies to be implemented in order to reduce the impacts of sea level rise that affect coastal areas today. This POSTnote summarises the sea level changes which occurred across the British Isles after the LGM, while taking into consideration the isostacy and eustasy components. Furthermore, it will explore possible outcomes of future sea level rise, and will outline implications and management strategies to adjust to changing sea levels across the British Isles.

Causes of Global Sea Level Rise
Sea level rise is influenced by a number of factors. The two main processes are thermal expansion (as temperatures rise) and the melting of glaciers, ice caps and ice sheets. As greenhouse gas emissions (GHG) increase, in part due to anthropogenic activity, the Earth’s atmosphere heats up. This results in ocean warming, causing water density to decrease and oceans to volumetrically expand (explaining the sea level rise). Sea levels are projected to rise by 40% from 1993-2015 due to thermal expansion alone (Edwards, 2017). Furthermore, the melting of ice caps and large bodies of ice causes fresh water (originally locked out of the hydrological system) to be returned to the sea, causing sea levels to rise.

Sea Level Rise across the British Isles
After the LGM around 15,000 years ago, and the retreat of ice sheets that covered large areas of the British Isles, there has been a profound effect on sea levels. The British Irish Ice Sheet covered most of the British Isles, while it left South East England predominantly ice-free (Figure 1). As the mass of ice in the northern hemisphere grew, eustatic sea levels fell due to water being stored as ice. At the end of the glacial period, the ice retreated, causing glacio-isostatic rebound in northern parts of Scotland; as eustatic sea level rises (due to there being more water) and the depressed land also starts to rise, causing both the land and sea to rise together, in turn causing global sea levels to also rise. The ice had the greatest presence in Scotland and as a result, this was where the ice was at its thickest, leading to significant crustal depression there as the land was pushed downwards. As Scotland was being pushed down, this caused England to form a forebulge region, where the land began to rise and the sea levels dropped (Shennan et al, 2018). Areas such as the western Highlands were where ice was most concentrated - ice cover was much thinner towards the outskirts of Scotland. This led to differing degrees of isostatic rebound across Scotland, forming the varying coastal shores present today (Scottish Archaeological Research Framework). Following the last glacial maximum, temperatures rose by 4°C until they eventually stabilised 11,000 years ago. This rise in temperature caused any remaining ice sheets in the British Isles to disappear completely, forming the sea levels we have today. However, despite the stabilisation of temperatures 11,000 years ago, it took a further 8,000 years for ice sheets to do the same, resulting in a sea level rise of 45m before reaching modern day levels around 3,000 years ago (Wentworth and Mackie, 2017). Over the last century, sea level has risen at a rate of around 1-2mm per year, in part due to anthropogenic climate change (Warrick and Oerlemans, 1990).
Future Sea Level Rise
As human activities increase, GHG emissions increase, resulting in temperature and sea level rise. These climatic changes could result in a global sea level rise between 10-30cm over the next four decades (Warrick and Oerlemans, 1990). However, it is hard to accurately predict future sea levels due to the uncertainties surrounding temperature predictions over future decades. For example, the Intergovernmental Panel on Climate Change has created Representative Concentration Pathways which outline different projections of sea level rise under different conditions. From the years 2081-2100, RCP2.6, the scenario that assumes GHG will reduce and temperature rise will be under 2.0 °C, projects a sea level rise of between 0.26 0.55m. However, RCP8.5, the worst-case scenario that expects high temperatures and GHG emissions, projects sea level rise between 0.45-0.82m (Church and Clark, 2011).

Implications
Sea level rise has major implications for populations and landscapes across the British Isles, with one central concern being coastal flooding. Coastal flooding is estimated to cost around £540 million per year with it being 1 of the top 4 priority risks in the UK. With 1/3 of the UK population living within 5km of the coast and 2/3 living within 15km of the coast, it is vital that effective policy and management strategies are implemented in order to combat the effects of sea level rise (Edwards, 2017). Coastal erosion is another major concern; in the UK, damages are estimated to cost up to £126m per year by 2080, with 28% of the English and Welsh coast experiencing coastal erosion of 0.1m/year. In England, 44% of the coast is protected against erosion, whereas only 6% of Scotland’s coastline is protected, suggesting Scotland is at a much higher risk of coastal erosion than England (Climate Change Post, 2018). It is estimated that flooding may cost businesses between £26m and £72m by 2050s as damage to buildings, infrastructure, and supply disruption come at a considerable cost (Climate Change Risk Assessment, 2012). When looking at the environment, sea level rise also causes wetlands to shrink and increases flood risk in coastal areas. Wetlands are vital to nature conservation, and wetland shrinkage due to sea level rise can cause wildlife, biodiversity and habitats to be negatively impacted. If sea levels continue to rise at an alarming rate in the future, between 36-70% of wetlands worldwide could be lost, seriously impacting many sectors and industries, such as food production (Nicholls et al, 1999).

Government Policy and Management Strategies
As global average temperatures increase, and sea levels rise in the future, the impacts to populations and built environments could be devastating, showing that it is vital that the UK implements effective strategies to combat these problems. Due to the differing pressures of sea level rise, and variations in land-use across different areas of the UK, coastal management strategies must be adjusted accordingly. Scotland’s risk of flooding is far less than other areas of the UK, such as England, due to it having upward land movement, as well as lower population densities. On the contrary, much of England and Wales are at high risk of flooding, and communities such as Fairbourne in Wales may have to relocate due to flooding of the town (Wentworth and Mackie, 2017). Management realignment strategies have been implemented in many areas across the UK, and work by removing defence structures in order to allow an area to flood in a controlled way. This, therefore, allows ecosystems to flourish despite rising sea levels. Such a strategy was implemented in Essex in 2002 to try to revitalise saltmarsh habitats in the area, and was proven to be extremely beneficial as it effectively protected the local communities from flooding, as well as provided infrastructure (Baker-Jones et al., 2017). Furthermore, the Department for Environment, Food and Rural Affairs (DEFRA) has implemented policy in order to combat the problems of
coastal erosion and flooding. One way in which DE-FRA has done this is through offering a £6,000 grant to those most affected by coastal erosion in order to cover some of the costs they may face (The Parliamentary Office of Science and Technology, 2010).

References


Scottish Archaeological Research Framework Relative sea level changes during the last 15,000 years. Available at: https://www.scottishheritagehub.com/content/34-relative-sea-level-changes-during-last-15000-years (Accessed: 24 October 2018)


An Exploration of Ruddiman’s Early Anthropogenic Hypothesis
Lara Williams, Fourth Year Geography

Abstract – Professor William F. Ruddiman proposed a theory in 2003 that anthropogenic impacts on the climate started 8000 years ago due to mass deforestation. Prior to this proposal, the Industrial Revolution of the 1800s was widely regarded as the starting point for anthropogenic impacts on the environment and climate; Ruddiman’s suggestion upended this assumption. Ruddiman received a fair amount of criticism following his proposals; in response, he expanded his research and raised several counter-points to defend his position. This piece will discuss his Early Anthropogenic Hypothesis in more depth and identify some contestations, ultimately providing an analysis of the arguments for and against his hypothesis and concluding that Ruddiman’s hypothesis is not as radical as his critics might believe.

Introduction
In 2003, Professor William Ruddiman proposed a theory that anthropogenic impacts on the planet began 8000 years ago with early deforestation. Prior to this proposition, the Industrial Revolution of the 1800s was widely accepted as the starting point for anthropogenic impacts due to the substantial increase in the release of greenhouse gases. Citing mass deforestation and the expansion of agricultural settlements in the early Holocene, Ruddiman draws upon climate modelling techniques, ice core data, and archaeological evidence of early human development, which together show a reversal of projected downward trends of CO2 (carbon dioxide) and CH4 (methane) as early as 8000 years ago. Ruddiman’s argument is separated into three parts: 1) the anomaly between predicted and recorded late Holocene CO2/CH4 trends resulted in a warming period; 2) this anthropogenic warming caused an ongoing glacial interception; and 3) short-term CO2 drops over the last 2000 years that cannot be explained by natural forcing are a result of major pandemics (Ruddiman 2003). Ruddiman specifies that the upward CO2 trend began 8000 years ago with mass deforestation, while CH4 levels started rising about 5000 years ago due to the expansion of inefficient rice paddy agriculture. Following the original publication of his paper in 2003, Ruddiman received several criticisms of his hypothesis. He expanded his research and came up with several counter-arguments to the raised issues, modifying certain aspects but overall defending his original early anthropogenic proposition. This paper will discuss Ruddiman’s hypothesis in more depth and point out some potential contestations, ultimately providing an analysis of the arguments for and against the Early Anthropogenic Hypothesis.

Framework for the Hypothesis
As stated above, Ruddiman’s overarching argument consists of three parts – significant anthropogenic impact began ~8000 years ago, a late Holocene glacial onset was intercepted, and the recent dip in CO2 levels was due to mass mortality across the globe due to widespread pandemics. To fully grasp Ruddiman’s argument, the context for his hypothesis must be outlined. The distinction between the Anthropocene and the Holocene is key to Ruddiman’s hypothesis and must be appreciated. The Holocene, also known colloquially as “the age of man,” marks the current interglacial cycle (Bagley, LiveScience 2013). Although the Holocene has “witnessed all of human’s recorded history and the rise and fall of all its civilizations”, the question of a new epoch entitled the Anthropocene has been raised (Crutzen 2007). The concept of the Anthropocene suggests an epoch within the Holocene characterised entirely by human activity. The start of the Anthropocene is currently proposed at the Industrial Revolution. However, Ruddiman’s argument that human activity impacted climate change thousands of years earlier suggests a much earlier beginning for the Anthropocene. Ruddiman’s hypothesis seems too radical to many scientists, as a consensus for the beginning of the Anthropocene has not yet been reached; by proposing a much earlier start, Ruddiman is disproving what many people consider to be fact. The ensuing debates will be discussed below.

Ruddiman’s Hypothesis - In Brief
The argument in a nutshell is that early anthropogenic activity released significant amounts of CO2 and CH4 into the atmosphere, preventing the (projected) Holocene glaciation. He draws upon evidence from the Vostok and Dome C ice cores in Antarctica, as well as simulations and models such as GENESIS and DEMETER that altered various controls to project different environmental scenarios (Foley 1994). Kutzbach’s orbital monsoon theory presents evidence for CH4 cycles in particular, and suggests that the early Holocene release of CH4 into the atmosphere was connected with natural summer insolation changes and wetland expansion based on the Earth’s orbital...
cycles (Kutzbach 1981). Ruddiman draws upon Kutzbach’s research, as well as evidence from pollen and lake-level data sources, that confirm a drying period in the early to mid-Holocene. This points towards a downward trend in CH4 levels during the late Holocene based on previous early-interglacial CH4 minima and the resulting CH4 fluctuations (Ruddiman 2003: 263). This is where the anomaly lies; the mid-Holocene did not follow the projected downward trend in CH4. As for CO2, a similar downward trend was projected based on CO2 patterns during former orbital cycles (Ruddiman 2003: 265). Similarly, CO2 levels rose steadily instead of dropping as predicted.

The final aspect of Ruddiman’s argument provides a counterargument for critics who maintain that early human population sizes were not sufficiently substantial to make a significant impact that many years ago, especially in comparison to the anthropogenic output of those greenhouse gases today. Ruddiman notices a downward trend in CO2 concentration over the last 2000 years that coincide with widespread epidemics such as the black plague and Spanish influenza. The downward trend in CO2 that followed cannot be explained by natural forcing, and therefore provides a basis for Ruddiman’s argument that even a relatively minute population change can have an impact on climate trends.

Arguments against Ruddiman’s Hypothesis
One challenge to the Early Anthropogenic Hypothesis is that the wrong timescale was used as an analog to CO2 trends throughout the Holocene. Ruddiman argues that the CO2 pattern during the late Holocene does not follow those of the previous three interglacials (isotopic stages 5, 7, and 9). He further argues that late Holocene CO2 trends have risen exponentially instead of following a steady decrease as seen during previous isotopic stages. Noting that the anomaly began around 8000 years ago, Ruddiman concludes that the relative rise in CO2 must have been driven by anthropogenic deforestation and carbon release into the atmosphere. Based on simulations using the GENESIS and DEMETER climate models, this conclusion seems valid. However, as pointed out by Claussen et al, these models “do not consider natural atmosphere-biosphere feedback cycles”, and therefore provide a limited perspective on CO2 fluctuations during the previous interglacial cycles (Claussen et al, 1997). It has been argued that orbital eccentricity and natural forcing needs to be considered to validate Ruddiman’s hypothesis.

Ruddiman suggests that late Holocene CO2 patterns should follow - or at least closely resemble - the fluctuations during interglacial isotopic stages 5, 7, and 9 (Ruddiman, 2005: 427). As mentioned above, Claussen points out that the orbital eccentricity and Milankovitch cycles throughout these three periods were larger than the Holocene orbit, rendering Ruddiman’s timescale flawed. Claussen suggests Marine Isotopic Stage 11 (MIS11) as a more accurate comparison to the Holocene due to much closer similarities in orbital eccentricity (Ruddiman 2007: 9). As Kutzbach’s research proposes, orbital eccentricity drives planetary warming and cooling processes (Kutzbach 1981). Furthermore, studies performed on the EPICA Dome Concordia (Dome C) ice core in Antarctica suggest that the interglacial warming period of MIS11 lasted for 28,000 years, while the current Holocene interglacial has only lasted 12,000 years (EPICA community members, 2004: cited in Ruddiman 2007: 9). If MIS11 is to be used as a framework for present CO2 trends, the Holocene warming period can be expected to endure for at least another 16,000 years. This renders Ruddiman’s argument that a glaciation is well overdue invalid.

As the first critique of the Early Anthropogenic Hypothesis was centered around the CO2 anomaly, the second example will address CH4 Holocene trends. While Ruddiman suggests that the expansion of rice paddy farming some 5000 years ago is the cause of the rise in atmospheric CH4, it has been proposed that the rising trend was actually a result of natural forcing cycles. Methane is naturally released into the atmosphere as a product of organic matter decomposition. Schmidt et al. propose that the “rising Holocene methane trend resulted from an increase in natural methane emissions from expanding circum-Arctic wetlands and low-latitude deltas,” (Schmidt et al: 2004, cited in Ruddiman, 2007). Furthermore, a study conducted by Ramankutty and Foley concluded that the area of land actually used for rice paddy farming was likely “only 10-30% of the area used today, even by the 1700s” (Ramankutty and Foley, 1999). Ruddiman’s argument for the expansion of rice paddy farming as the driving force behind the CH4 anomaly relies on the low productivity and high inefficiency of these farms.

Rebuttal and Evaluation
As for the proposal in favor of MIS11 over stages 5, 7, and 9, Ruddiman argues that the “method used by EPICA to align stage 11 with the Holocene was flawed” (Ruddiman 2007: 9). Relative interglacial lengths were calculated by counting forward in
‘elapsed time,’ but this resulted in a misalignment of insolation minima and maxima. This conclusion rivals both the Ice Age and summer monsoon theories, provided by Milankovitch and Kukuzbach respectively, by implying that orbital cycling has no influence whatsoever over the Earth’s climate, which is known to be false. Although the stages Ruddiman used to propose his original hypothesis were probably not the most reliable framework, MIS11 is not a perfect parallel to the Holocene either. This leaves room for criticism; the theory is difficult to verify since the dataset is predominantly simulated.

Regarding the upward CH4 trend, Ruddiman dismisses the argument for natural forcing and the expansion Arctic wetlands, addressing the distinction between CH4 concentrations in Greenland and Antarctic ice cores (Chappellaz et al 1997: cited in Ruddiman, 2007). He points out the potential issue with studies from Antarctica being used as a record for global climate change; greenhouse gas concentration, as well as heating and cooling, would not be exactly the same at both poles let alone all over the globe. He maintains that the CH4 anomaly must have been caused by inefficient irrigation and agricultural practices.

One of Ruddiman’s most powerful rebuttals is his insistence that time is crucial. He emphasises that deforestation and inefficient early agricultural practices could have spanned over thousands of years, accumulating Greenhouse Gasses in the atmosphere and therefore contributing to the general warming trend at a consistent rate. Critics argue that early anthropogenic population sizes were far too small to make the sort of impact Ruddiman proposes, especially in comparison to the Industrial Revolution. However, he maintains that the volume of CO2 and CH4 released into the atmosphere over thousands of years at a consistent rate rivals the volume released during the brief Industrial Revolution period. Looking back to the final aspect of his hypothesis, widespread pandemics, such as the black death, seem to have had an impact on CO2 levels. Based on this conclusion, human activity can have an impact on climate change regardless of how small the population is.

**Conclusion**

Ruddiman’s Early Anthropogenic Hypothesis is not as radical as some critics might originally believe. Although not verifiable except by models and simulations, Ruddiman presents a thought-provoking and well-informed argument. Drawing upon various sources including climate models and ice cores, Ruddiman argues that there was an anomaly of CO2 and CH4 during the Holocene, that anthropogenic activity disrupted the current glacial cycle, and that climate change could have been impacted even by a small population, especially prior to the Industrial Revolution. Several reasons some researchers believe Ruddiman’s hypothesis should be refuted were then identified, including the proposition of MIS11 as a more accurate timescale, as well as natural forcing being the driving factor behind the CH4 anomaly. Finally, Ruddiman’s rebuttals (if any) to these criticisms were outlined. In summation, the Early Anthropogenic Hypothesis is a thought-provoking theory, which is difficult to prove explicitly. There will always be critics to this theory, but early anthropogenic activity may well have resulted in changes to the climatic trajectory of the Holocene.
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Understanding The Biogeography Of ‘Natural’ Systems Only Remains Important In The Anthropocene In Conjunction With Understanding ‘Modified’ Systems.

Joanna O’Flynn, Third Year Geography and International Relations

Abstract – An understanding of natural organisational mechanisms, such as the dispersion of species remains fundamental to the study of biogeography. However, 75% of the earth’s systems are estimated to be strongly influenced by human-driven factors. Under the understanding that ‘natural’ systems are those which have not been influenced by human activity, there are few such systems left. Vitaly, it is important to consider how precepts regarded as natural drivers of dispersal are to be understood in conjunction with human-induced drivers, such as human transport systems and anthropogenic climate variation. This paper considers the debates surrounding the question of whether many of the earth’s systems can be considered natural, and how understanding them are important in contemporary biogeographical studies. We conclude that the Earth’s system must be understood as an ever-evolving system, recognising both long-term and short-terms trends.

The environmental state which we are now in has been dubbed the “Anthropocene” by some due to the profound and highly accelerated effects that humans are having on all spheres of the earth (Thomas, 2015). This essay will use the Anthropocene, not as a defined geological era, but as a term for a modern environment in which 75% of the earth’s ecosystems are estimated to be strongly influenced by human-driven factors (Mendenhall et al., 2013). It is within this context that we discuss whether understanding the biogeography of ‘natural’ systems is still important. Biogeography is the study of the distribution of life across space at various scales, how dispersal has changed through time and the processes that drive these patterns (Holden, 2012; Whittaker et al., 2005). What ‘natural’ systems mean and how ‘natural’ can be defined is a very complex debate. Whilst recognizing that the separation of the natural and human is both problematic and unhelpful, for the purpose of simplicity within this essay, ‘natural’ will be discussed solely in terms of the exclusion from human influences. Following this simple definition, we are living in a period of rapid change in which almost no landscape or ecosystem can be considered purely ‘natural’ (Thomas, 2015). This paper will demonstrate how, although there are few purely natural landscapes left, it is important to understand both the human and natural systems driving distribution patterns.

Literature focused on the ‘natural’ systems
Much of the literature and theory of biogeography has, in the past, focused predominantly on what are considered the ‘natural’ systems, patterns and processes of species distribution (Soulé et al., 1992; MacArthur and Wilson, 1967; Ricketts et al., 2001). When determining and modelling the controls of vegetation patterns, research frequently overlooks the human dominated landscape in order to consider the ‘natural’ and ‘untouched’ realms and systems of biogeography (Ricketts et al., 2001). This tendency can especially be seen in theories relating to fragmented landscapes, such as the theory of island biogeography and metapopulation dynamics. For example, a study which looks at the effects of habitat fragmentation on plants, birds and rodents in California exclusively, considers natural habitats split up within ‘an urban sea’ as the scope of their analysis (Soulé et al., 1992). Although the authors recognise the presence of urban landscapes, they actively choose to omit these from their scope of analysis.

Importance of ‘natural’ systems in conservation and wilderness movements
Understanding the composition, as well as the functioning of natural systems, also underpins many conservation efforts in the face of environmental change (Knapp, 2013). For example, the understanding of species range sizes underpins the Red List of Threatened Species by the International Union for the Conservation of Nature, and the discovery of endemism hotspots has influenced where conservation efforts are focused and which are given priority (Knapp, 2013). The wilderness debate also links closely to the debate concerning the role and relevance of naturalness in the Anthropocene. What drives many conservation efforts is the value placed on pristine ‘wilderness’. By this geographical thinking, natural systems are conceptualized as baselines; Simmons (1979) writes that “it is necessary to consider nature without man, as a datum-line”. A datum-line or baseline is a spatial or temporal reference state or a neutral state before change (in this case before the rapid changes of the Anthropocene). As we understand ‘natural’ as lacking
human impacts, the ‘natural’ system is often taken to be like the baseline, and almost “every scientific study of environmental change assumes [one]” (Marris, 2013).

One example of this approach is demonstrated at the Oostvaardersplassen nature reserve in the Netherlands, which uses ‘Pleistocene rewilding’ conservation strategies (Marris, 2013). This nature reserve, pioneered by Frans Vera, attempts to recreate the natural system operating as far back as 13,000 years ago. The concept behind this nature reserve is based on looking at the functions of the natural system and recreating the processes within the system, using proxy species (Marris, 2013). Vera bases his discussion and the idea behind Oostvaardersplassen on what he believes the natural environment of lowland central and Western Europe to have looked like, given the absence of humans (Vera, 2000).

This example shows how an understanding of natural systems is an important basis for conservation and rewilding movements. This is not to say that they are wholly comprehensive in their holistic understanding of biogeography. The issue with Oostvaardersplassen National Park is that research still relies on a historic baseline of approximately 13,000 years ago. Although we may choose to conserve aspects of a natural ecosystem, doing so does not mean the system remains ‘natural’. We should not try to permanently fix the environment to a baseline which we perceive as ‘natural’, because patterns and processes of the environment and the species within are dynamic (Gleason, 1939).

‘Natural’ systems no longer exist

Today, about 75% of the earth’s ecosystems are strongly influenced by humans (Mendenhall et al., 2013), through both biotic and abiotic activities. An example of the former being introductions or over-exploitations of species and the latter being changes to atmospheric CO2 concentrations and global warming, as well as changes to biochemical processes (Vitousek et al., 1997; Villéger et al., 2011). The flipside to the view that ‘natural’ systems and an understanding thereof is of the highest importance, is that almost all geographical space today is dominated by humans; understanding pristine ‘natural’ systems is no longer of central importance.

In her book “Rambunctious Gardens”, Marris (2013, p. 2) puts forward this idea that we must make room to understand nature as a “half-wild rambunctious garden, tended by us”. She argues that, in this way, nature is everywhere but not in a pristine, untouched, wild way. Although Marris’ (2013) argument that no nature exists anymore is somewhat extreme, her understanding of nature in insightful. She gives the example of Yellowstone park and the ‘natural’ landscape on which it is based. An historical perspective in conjunction with a baseline of what the ‘natural’ system once looked like is only useful if you assume nature to be a stable system (Marris, 2013, p. 27). The Anthropocene must be considered as an ever-changing system.

Understanding ‘natural’ systems in combination with ‘cultural’ systems

Whittaker et al. (2005) argue that we must break away from the paradigm that the environment is either pre-anthropogenic (undisturbed ‘natural’ systems), or post-anthropogenic (irrevocably altered systems). Just as there is no clear-cut point as to when the Anthropocene started, there is no clear-cut line as to how natural or unnatural ecosystems are. The environment is understood more usefully in terms of a disturbance gradient, in which landscapes and ecosystems can range from natural to sub-natural to semi-natural and, finally, to cultural landscapes (Holden, 2012). Cultural biogeography is predominately concerned with mankind’s effect on the patterns of species distribution (Simmons, 1979). Just as there is a combination of natural and cultural spheres and systems across the Earth, an understanding therefore must be one which combines both systems. The biogeography of ‘natural’ systems can be used to understand the rapid environmental change during the Anthropocene, but is only useful when considered in combination with human-modified systems (Thomas, 2015).

Organisational systems, such as natural barriers to dispersal, have become less critical mechanisms for understanding the biogeographic distribution of species because of the increasing role humans play in introducing non-native species to new biogeographical realms. The expanding presence of introduced species has the ability to increase taxonomic similarities and lead to taxonomic homogenisation (Villéger et al., 2011). A study looking at the level of taxonomic homogenisation of freshwater fish fauna found evidence of a slight increase in taxonomic similarities globally (0.5%), and an up to 10% increase in Palearctic and Nearctic regions. What Villéger et al. (2011) stress is the importance of understanding the effects of taxonomic homogenisation on ecological and evolutionary processes. The ecological and evolutionary processes are natural processes that are being affected by an ‘unnatural’ homogenous ecosystem. This highlights once again how natural systems are rele-
vant to biogeographical patterns and processes of the Anthropocene that are not considered ‘natural’, such as those of homogenisation, which are taking place.

What influences whether species survive or face extinction in the Anthropocene is a combination of biological functions and capabilities to adapt, and the effects of human impacts and decisions (McKinney and Lockwood, 1999). The theory of island biogeography is often used to understand terrestrial habitat islands, and from it, predictable patterns of species loss are anticipated (Whittaker et al., 2005). What would traditionally be considered the driving forces of island biogeography, area and isolation of the island, are reducing in importance as humans are breaking down natural barriers to dispersal.

A good example of the way in which anthropogenic processes are becoming more important than natural geographic processes (in terms of dispersal patterns) is in the study by Helmus et al., (2014). They skillfully look at how much the theory of island biogeography needs to be adapted to consider anthropogenic drivers of species distribution, specifically the shifting importance of the concepts of geographic area and isolation. They look at the distribution of native and non-native Caribbean Anolis lizards across the Caribbean islands. Helmus et al. (2014) use their adapted model of island biogeography, which includes economic isolation as a driving factor, to demonstrate the pattern of anole lizard distribution and predict that Cuba would gain 1.65 anole lizard species if US trade with Cuba normalises.

Leading on from this example, ecosystems’ and species’ responses to anthropogenic climatic variations increasingly need to be taken into active consideration. This must be achieved by jointly considering and understanding modified and natural systems. Understanding these changes to biogeographical patterns are important as new pests and diseases may arise in response to anthropogenic changes in temperature or precipitation patterns (Holden, 2012). Using theories based purely on the understanding of natural systems could easily overlook such newly arising issues. “Just as for models of other Earth systems, biogeographic models must now include anthropogenic forcing to understand, predict and mitigate the consequences of the new island biogeography of the Anthropocene” (Helmus et al., 2013, p. 456). This does not only apply to island biogeography, but other models as well, including the biome model which should also aim to encapsulate more than just the climate elements and natural systems. An emerging theory-based literature which does this effectively is countryside biogeography, which looks at understanding and forecasting biogeographical changes. It is inclusive of “native habitats, novel ecosystems, domestic and feral plants and animals, human populations, and the services provided by nature to human beings, including quality of life” (Ricketts et al., 2001, p. 379). The study of Ricketts et al. (2001) focuses on this countryside biogeography and analyses the patterns of moth species abundance, richness and composition in native and modified habitats, specifically native forests, coffee, shade coffee, pasture and mixed farms. It is this sort of combined study which shows the extent to which understanding the biogeography of natural systems remains important in the Anthropocene.

In conclusion, as ‘natural’ has been defined in terms of an absence of human influence, while landscapes completely free of human impact rarely exist, there is a realisation that understanding the biogeography of natural systems is reducing in importance as humans have been altering the mechanisms of species dispersal. Although pristine, ‘natural’ environments are a rarity, there is a disturbance gradient of landscapes and the division between what are ‘cultural’ or ‘natural’ systems is not clear-cut. Certain components, structures or functions of the ecosystems may still be natural, and certain elements of ‘natural’ systems are more important to understand than others. New dynamics such as human transport systems and anthropogenic climate variation are becoming increasingly important in relation to what are usually considered ‘natural’ habitats and processes. Hopefully these reflections have demonstrated that in a world of continuous change, understanding the patterns and processes of ‘natural’ systems only remains important when studied in relation to the systems modified as a result of anthropogenic activities.
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The Practical and Moral Dynamics of Invasive Species Management in Scotland: the Case of the American Mink

Fiona Banham, Fourth Year Geography and Modern History

Abstract – In 1938, the American mink was brought to southern Scotland in the service of the fashion industry. After escaping the confines of fur farms, it spread prolifically, reaching as far north as the Scottish Highlands and Islands. This paper will use a case study of the American mink to explore discourses on native and non-native species within a Scottish context. It will argue that the use of emotive labelling of non-native species as “invasive” or “alien” constructs is a dangerous rhetoric which prioritises ecologically irrelevant national borders over measurable, species-based ecosystem impacts, and is of limited validity for designing effective management strategies.

The introduction and subsequent management of non-native, “invasive” species in Scotland are two of the most contentious issues in the field of environmental management. This is a topic which bitterly divides academics and stakeholders, locking those who favour the complete eradication of non-natives for fear of their replacing biodiversity with “biosimilarity”, and those who are more tolerant, in a fierce feud (Hettinger, 2001).

The case of the American mink (Neovison vison) in Scotland has proven to be no exception. Mink were accidentally introduced to the UK in the early-1900s. Having escaped from British fur farms, the mink spread prolifically to (almost) every corner of the country. Figure 1 shows the extent of the distribution of the species throughout Scotland between 1965 and 2012. Ambiguities over responsibility for the release delayed responses to a point beyond which it was impossible to contain the “invasion” (Sheail, 2004).

By firstly exploring the controversies associated with the American mink and subsequently considering the nature and efficacy of the practices in place in order to control it, it is also possible to expose some of the underlying debates surrounding the issue of the invasion of “alien” species. This can be achieved by problematising the disturbingly common conflation of the adjectives non-native and invasive used to describe species which do not belong in Scotland. Acknowledging the subjectivity inherent in all definitions of “alien” species is a vital consideration for determining the most appropriate management strategies for this biologically unique northerly country.

Controversies associated with the American Mink in Scotland:

The most significant controversy surrounding the presence of the American mink concerns its interactions with the native species which occupy the same habitat, such as the water vole and ground-nesting seabirds.

i. Ecological Impacts

Figure 1 A map depicting the spread of the American mink, from a few isolated, predominantly southerly and easterly regions right through to the Highlands and Isles. The dark grey areas are those populated by mink (Fraser, 2016)
The plight of the water vole in the UK has hit many a headline over the past decade. Despite being one of the most common species in Neolithic times, the population is believed to have been decimated by up to 96% on a national scale, declining most sharply in North-East Scotland (Aars et al., 2001; Bryce et al., 2011). These alarming trends have coincided strikingly with the introduction of the mink. Indeed, a study conducted in England revealed that the water vole could constitute up to 32% of the mink’s diet (Macdonald and Harrington, 2003). Not only were water voles not biologically and ecologically equipped to deal with the threat, but mink are also notoriously opportunistic predators, prone to ‘over killing’ (GISD, 2015). Therefore, a single mink is capable of repeatedly causing a great deal of damage to water vole populations along the riverbanks of the UK.

Ground-nesting seabird colonies in the Western Isles of Scotland have also suffered at the paws of the mink. Island biotas are particularly vulnerable to the introduction of non-native species (Peterken, 2001); the presence of a fur farm on the Isle of Lewis in the 1960s enabled the mink to spread rapidly across the archipelago (Moore et al., 2003). A lack of natural predators made the seabirds extremely vulnerable to mink predation, enabling the mink to take eggs, chicks and, occasionally, adult birds (Craik, 1997). This contributed significantly to the 42% decline of all breeding seabirds on the Western Isles during the 1980s and ‘90s (Craik, 2008).

**Figure 2** Fish constitute a notable proportion of the mink’s diet, posing a threat to the Scottish fishery industry (University of Aberdeen, 2013).

**ii. Social and Economic Impacts**

The spread of the American mink has also had significant knock-on effects for human societies. As Figure 2 implies, there is some evidence that the mink could be impacting upon the fishing industry. Salmon constitute a notable proportion of the mink’s diet, particularly during the winter months, therefore potentially lowering catch yields (GISD, 2015). Despite the lack of rigorous scientific investigation, the fact that the fishing industry has served as a dominant source of funding for many mink trapping and control projects emphasises the extent of their concern (Raynor et al., 2016). Moreover, the fact that it was the Game & Wildlife Conservation Trust who invented the mink tunnels used for trapping and detecting the presence of mink is a strong indication of fears that the species may also have been impacting game bird populations (Reynolds et al., 2004; Reynolds et al., 2010).

Mink have also proven economically detrimental to the tourism industry. The economies of the Hebrides and the Western Isles are heavily dependent upon tourism, with the migratory and native bird species nesting during the spring and summer months on the islands being a dominant attraction bringing people to visit the islands (Craik, 2008). That one of the most concerted and successful attempts to eradicate the mink has occurred on the Hebrides is as strong an indication as any as to the extreme socio-economic value of these birds.

**Management Strategies:**

Controlling non-native species is an emotionally and financially draining business, costing an estimate £1.7 billion per year (Fraser et al., 2014). Various management strategies have been employed in an attempt to eradicate the mink from Scotland and the UK. The lack of centralised coordination of the mink control projects has been a striking feature (Sheail, 2004). Moreover, there has been an astounding correlation between the profile of such projects and the specifically economic impacts which the mink have posed; as Henderson (2006) notes, non-monetary losses are extremely difficult to quantify. That each of these projects has thus far been community-based, fuelled by volunteers with a strong sense of local passion, implies that the priorities of Scotland’s official governing bodies lie elsewhere.

One particularly prominent management project has been the Hebridean Mink Project. It began in 2001, involving over 10,000 cage traps being installed for the purposes of humane mink culling. Costing an estimated £1.65 million, its funders included the RSPB, who were committed to the project’s aim of restoring the seabird colonies nesting there (Raynor et al., 2016). By 2003, over 220 mink had been caught (Anderson et al., 2016). The project was deemed a success, as whilst the mink were not altogether eradicated from the islands, some of
the Western Isles, including the Uists, are now confidently free of mink. In their absence, seabird colonies are beginning to return (Anderson et al., 2016).

Management Implications:
The management implications of controlling the mink are intertwined with issues of morality. Whilst it is vital to maintain the health of the populations of the native and internationally important species in Scotland, it is important to consider whether native species are being protected from the mink for their own sake or for the purposes of the more easily quantifiable societal contributions which they make. For instance, it must be called into question whether the inherent value of ground-nesting bird species is being recognised in these justifications for control, beyond their mere economic purpose of attracting tourists and their capital to the islands. With regards to the game and fisheries industries, there is perhaps a degree of irony in calling for the persecution of the American mink for exploiting these prey resources when Homo sapiens are just as much the “invasive” species, with arguably no more right to exploit these resources. The highly controversial nature of deliberately taking the life of any animal means that it is vital to legitimately justify these measures.

Concluding Remarks:
It can therefore be concluded that the mink does seemingly pose a threat to native species in the UK, such as the water vole and ground-nesting seabirds. However, it is vital to recognise that it is the nature of the mink and its behaviours—rather than the fact that it is not a species native to the UK—at the heart of the issue. Warren (2007) is indeed highly justified to note that the basis for the culling of non-native species ‘should not be their time mode and place of origin, but... their potential for causing damage’ (p.445). Though we are pre-programmed to categorise according to the national boundaries which mankind has defined, such boundaries are conceptual and are not necessarily physically manifested. Thus, whilst the mink can justifiably be controlled for the health of Scotland’s diverse ecosystems, it cannot be vilified for the simple reason of its performing its own natural behaviours. It is inappropriate to hold up species which have damaging impacts upon our ecosystem as a means of denouncing all non-native species as “aliens” who do not belong; such rhetoric is not only unhelpful but dangerous to society as a whole, both within and out with the context of the plant and animal kingdoms.
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Figure 2: University of Aberdeen, 2013. Accessed via: https://www.abdn.ac.uk/news/4907/ on 30/03/19.
Abstract – This review details the ways in which autocorrelation can be employed as a statistical indicator of catastrophic ecosystem change. By measuring thickness variations of tephra (volcanic ash) layers, critical slowing down can be identified prior to a spatial transition from a stable vegetated state to a stable non-vegetated state. As tephra layers are less prone to post-depositional reworking when deposited on vegetation, vegetation removal reduces the extent of tephra preservation. The absence of vegetation thereby reduces the engineering resilience of the ecosystem as a whole. Consequently, increasing autocorrelation of tephra layer thicknesses acts as a warning that the potential for their preservation is decreasing (towards the direction of change). It remains uncertain as to whether such early warning signals can appear early enough to serve as a warning, and whether or not the change is inevitable by this point.

Introduction
The last couple of decades have seen the uptake of research into environmental state thresholds and catastrophic changes in ecosystems. The term tipping point has been coined to denote a given threshold beyond which accelerating change will push a system into a new stable state (van Nes et al., 2016). It is likely that the potential for recovery of the original state (e.g. grassy heathland) is low, as positive feedbacks do not comprise damping processes which would stabilise runaway change towards a new stable state (e.g. deflated). Such changes in a stable state feed back into the inputs driving those changes; recovery is unlikely achievable by simply running the system and its processes in reverse. A system will have at least two alternative stable states if the associated ecosystem response curve exhibits a backwards fold (Scheffer et al., 2001).

The Principle of Early Warning Systems
An increase in autocorrelation is a statistical pattern which develops in a system approaching a catastrophic bifurcation. It shows that a system commonly displays critical slowing down prior to the transition to an alternative stable state, meaning recovery rates after a perturbation take longer. This reduces that which Davies et al. (2018) term the engineering resilience of the system, operating in its current stable state. Conceptually, the lower the engineering resilience, the more easily a system will be able to jump towards the alternative attractor (or stable state). Systems, in which transitions are caused by sudden disturbances, do not display characteristic early warning signals, and so the summative ecological resilience (Davies et al., 2018) is very challenging to predict. Consequently, there is no way to accurately forecast the timing of a critical transition, only that a system is becoming less resilient.

Space-for-time substitution can provide a useful sampling strategy when long-term records are unavailable or difficult to source (Eby et al., 2017). If a large enough dataset is employed for statistical analysis, a recognisable spatial pattern in the stratigraphy can provide an early warning for a threshold-crossing event in the landscape. The spatial equivalent of recovery time must be seen as the increase in space needed to recover: recovery length or distance (Dai et al., 2013). If there is a local disturbance to a landscape, pushing an area into another stable state, the new patch will either grow in a ‘domino cascade’ or shrink if the new state is less resilient than the original (Scheffer et al., 2015).

Analysing Tephra Layer Thickness Variations
The thickness variations of tephra layers can be statistically analysed to provide early warnings of such critical landscape state-changes. The methodology of Streeter & Dugmore (2013), as well as work associated with the authors (e.g. Thompson, 2016), is outlined in this review in the context of Icelandic ecological and landscape resilience. To be able to statistically identify the bifurcation, tephra thickness measurements should be taken at a fixed horizontal sampling interval along a transect which cuts across ecosystem divisions (i.e. across the spatial threshold of vegetated and non-vegetated states). This means that there should be no need to interpolate any data, and so there are no chances of false autocorrelation based on projection of the original data. Thickness measurements taken using a measuring stick ought to be accurate to the nearest millimetre. This should enable the (vertical) tephra thickness measurements to capture the approach to the critical transition. Data can be statistically analysed using freely available computer software (R). The R packages pillar and earlywarnings are installed prior to analysis. Low frequency (but high magnitude) trends can mask early
warning indicators, so it is prudent to remove them by detrending, using a Gaussian filter. Statistical indicator graphs can be produced for both original and detrended datasets. A further consideration is the filtering bandwidth (or degree of smoothing) selected for detrending, and also how sensitive the results are to changing this.

Autocorrelation at-lag-1 is a metric-based indicator of rising memory: that is, increasing similarity between subsequent measurements, where each data point is increasingly more influenced by changes before it (Dakos et al., 2012). Increasing autocorrelation along transects indicates an increasingly more diffuse connection between areas (Scheffer et al., 2015). Streeter & Dugmore (2013) use a rolling window size selected for testing autocorrelation of 50% (half the sample size). The Kendall-τ correlation coefficient test is a non-parametric statistical test (using R), which can be used to identify greater concordance of data (Thomas, 2016).

The statistical robustness of testing the detrended data must be ascertained before analysis. As the detrending process must use a set filtering bandwidth, it is important to check how robust that bandwidth actually is. This involves graphing how sensitive correlation strengths are under different bandwidths and rolling window sizes. It is also necessary to graph the p-values (significance) to understand the extent to which significant correlation is down to chance (Scheffer et al., 2012). Whilst it is important to recognise that changing these parameters will impact on the final output, it is equally important not to single-out the best conditions; this introduces personal bias at the methodology level.

Importance of Early Warnings for Geomorphology

Autocorrelation increases on the approach to a critical bifurcation of vegetation states (Streeter & Dugmore, 2013; Thompson, 2016). This has strong implications for the geomorphology of landscapes, where the sparse vegetation cover provides cohesion needed to prevent soil erosion and gulling. It is clear that tephra thickness is related to the vegetation state on the surface. Streeter & Dugmore (2013) considered vegetated areas of moss heathland to be in a stable vegetated state, and areas of deflated, cryoturbated and often wind-blasted terrain to mark the stable non-vegetated state. The preservation of tephra in these zones is differential (Figure 1). At the site where the critical transition occurs and tephra is no longer preserved, autocorrelation should (theoretically) have reached unity, or 1.0 (Scheffer et al., 2015). In reality, this is not expected; all ecosystems tend to shift in advance of the tipping point due to an external force which can tip the balance. At the point that the system’s resilience (the vegetation, in this case) is very low, it may only be a very small external perturbation which tips the balance (Scheffer et al., 2009). Namely, a stochastic event may result in a threshold-crossing event (critical transition) before a bifurcation is reached naturally (Scheffer et al., 2001; Dakos et al., 2008; Ver-
tlement (Landnám). Overgrazing by sheep has been the main soil degradant in Iceland, although tourism also exerts a growing influence (Arnalds, 2015).

Utility of Early Warning Systems

Autocorrelation is a significant and robust indicator of oncoming environmental change over space. Nonetheless, it cannot be used to forecast a tipping point. It remains the challenge for those with expertise in this area to be able to make the judgement as to whether early warning signals equate to inevitable and/or permanent change (Dakos et al., 2015). Increasing patchiness in vegetation patterns is a visual indicator of impending change. Gaps, labyrinths, stripes, and finally spots are the progression of patterns observed in a colony at the brink of collapse (Rietkerk et al., 2004). As such, self-organised patchiness is, along with tephra thickness, an additional early warning of ecosystem change which could be investigated in Iceland. Finally, it remains uncertain as to whether such early warning signals can appear early enough to serve as an alarm for inevitable change (Scheffer et al., 2009).
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(Clockwise from top left): **Arc De Triomphe at Sunset.** As the sun set over Paris, the sky lit up with pink and gold, the rays framing this iconic monument. Even now, surrounded by an ever-circulating rush of traffic, the Arc de Triomphe stands proudly as an ode to the soldiers who died during the French Revolution and Nepoleonic Wars. Photo by Annie Pritchett-Brown

**Niagara Falls.** Niagara Falls is one of the most beautiful spectacles on earth, and being able to see the sun rising over the water was amazing. This was a result of a great deal of planning, to ensure that the sun would rise in exactly the right location, but was all worth it in the end. Photo by Henry Memmott

**Winter Sun and Snow in the Grampian Highlands.** Low-angle November sunlight catches the interesting textures formed by wind blown snow overlaying tuft-y grass. Photo by Geraint Morgan

**Inle Lake.** Inle Lake, Myanmar, is home to a traditional technique of fishing using these large nets, and pronged sticks. The weather on this day was perfect, and I got the chance to spend it on the water, going between the famous floating villages of this area. Photo by Henry Memmott
Interview with Daphne Biliouri-Grant
co-ordinator for the ‘Towards a Plastic Free
St Andrews’ initiative.
Annabel Personeni, Third Year

This interview was conducted with Daphne Biliouri-Grant (DBG), coordinator for the ‘Towards a Plastic Free St. Andrews’ initiative. The initiative is led by the St. Andrews Environmental Network, the local environmental charity, in partnership with the Environmental Office of the University of St. Andrews and Transition UStA, a community interest company promoting sustainability.

This interview was conducted by third year student Annabel Personeni (AP), who studies Sustainable Development at St Andrews and who actively participates in ‘Towards a Plastic Free St. Andrews’ as a ZeroWaste intern with Transition UStA.

(Left): Daphne Biliouri-Grant – Interviewee (Right): Annabel Personeni – Interviewer

AP: What does Single-Use Plastic mean?
DBG: Single-use plastics, also known as disposable plastics, are plastic items that are used only once and then thrown away or in some cases recycled. Some of the most prominent single-use plastics include bags, straws, disposable cutlery, water and soft drink bottles and food packaging. It is estimated that over 180 million tons of disposable plastic is being produced on an annual basis and on average less than 10% of these items are recycled globally. Given that single-use plastics have a long lifespan and release toxic chemicals into the environment, it is imperative that disposable plastics are replaced by alternative sustainable products.

AP: Why do you think St Andrews is a good town to implement this in?
DBG: St. Andrews is quite a unique town not only in Scotland but in the UK as a whole. It is one of the most prominent towns in Scotland due to its internationally renowned university and also because it is ‘the home of golf’. Because of its international presence, it attracts over a million visitors on an annual basis and with a student population of approximately 10,000 it could become a great example for other towns throughout the UK to follow.

AP: How does your past professional experience help you in leading this movement?
DBG: I have been passionate about the environment all of my adult life and over the years I have worked closely with numerous environmental groups worldwide on a voluntary basis. Both my academic background and my professional career have focused on environmental politics and corporate governance.

I have spent the past 25 years advising governments, corporates and SMEs worldwide on reputational risk management with particular emphasis on stakeholder engagement. Therefore, having managed numerous stakeholder analysis projects and conducted reputational assessments on several corporates in terms of their corporate governance and sustainability objectives both on a national and international level, I have developed the skills essential for coordinating this initiative.

Over the past couple of years, my focus has been plastics pollution as I consider this to be one of the most urgent environmental issues that plagues the world. Single-use plastics represent the main cause of plastic pollution on a global scale and no country is immune to the devastating effects of this unprecedented level of pollution. While international initiatives are being considered, the urgency of addressing the issue of plastic pollution requires immediate action at all levels – local, national, and international – simultaneously. I have been working closely with various NGOs and conducting extensive research on what the government and the business community can do to provide viable solutions to the issue.
In terms of the St. Andrews initiative, my goal is to help develop and co-ordinate a strategic plan that will help all the involved stakeholders to eradicate single-use plastics. I want to share my knowledge with like-minded people and motivate others who are keen to get involved!

**AP: Who are the most important stakeholders in your opinion?**

**DBG:** The most vital stakeholders are the local business community, Fife Council, the University of St. Andrews and the R&A. Within the business community, although the food and drinks sector is the most prominent due to the amount of single-use plastics used, it is of equal importance to engage with the retail and hospitality sector.

**AP: How are you getting local businesses on board with this campaign? Why are you engaging them rather than pressuring them?**

**DBG:** As part of this initiative we want to ensure that St. Andrews will become single-use plastic free by engaging with all these stakeholders in order to promote behavioural changes and a better understanding of why reducing and eventually eradicating single-use plastics is the best option moving forward.

We feel that the best way to achieve results is to educate about the long-term impact of single-use plastics and recommend to all stakeholders, alternative products that could replace single-use plastics for the long-term.

We have already conducted an extensive survey to determine the level of awareness that exists within the local business community and the interest in replacing single-use plastics. The survey indicated that over half of the businesses in St. Andrews are already seeking to replace single-use plastics within their businesses – an encouraging finding!

**AP: What are the barriers to making St Andrews Single-Use Plastics Free and what measures are you implementing to overcome them?**

**DBG:** The survey that was conducted indicated that some businesses are reluctant to pursue alternative sustainable products because business owners are not aware of what other options are available. Therefore, part of the initiative will be to educate the business community on the benefits of investing on alternative products.

The main issue that has been identified in discussions with the business community is the higher cost of alternative products to single-use plastics. We hope that local businesses will be able to pursue alternative products to single-use plastics at comparable prices that will become available to them through the initiative.

**AP: How will this affect student life and the St Andrews community as a whole?**

**DBG:** I think that the student population will benefit enormously by such changes as this initiative could play a major role in changing the behaviour of students towards single-use plastics. Hopefully the students’ attitude towards single-use plastics will impact their behaviour and actions on a daily basis and will continue beyond their university life, into their professional and personal life. This generation of young people will then influence others; their family and friends, their colleagues and in time their children and the generations to come.

**AP: How can students and townspeople help this movement accelerate?**

**DBG:** This is a great opportunity to demonstrate a collaboration between students and the town. Working towards the same objective could actually provide a reason for strengthening the ‘town and gown’ relationship. We also hope that by establishing the initiative as a partnership between some of the most prominent stakeholders, it has already given a sense of ‘togetherness’ between the students and the local residents. At a time, when often relationships between the two groups have been strained, this initiative could unite them in eradicating single-use plastics and tackle plastics pollution.

**AP: Do you think this plan is too ambitious/idealistic?**

**DBG:** Of course, any initiative of such magnitude is ambitious and idealistic. But action needs to be taken as change can only be implemented through individual action that can galvanise other individuals and ignite their passion in realising such a plan. In the words of Mahatma Ghandi, ‘be the change you want to see in the world’ and that’s what should drive us all.
Last March, during my 4th year at the University of St Andrews studying Geography & Sustainable Development, I had the pleasure of participating in the polar expedition to the Antarctic Peninsula, as part of the BL4301 Polar Ecology module, coordinated by Dr Sonja Heinrich. The module consisted of a series of lectures, followed by a two-and-a-half-week trip to the Ice Continent. Together with 11 fellow students, I flew through Buenos Aires to the southernmost city in the world – Ushuaia. From there, after spending some days in the adjacent National Park, I boarded Plancius, the nearly 90 m long motor vessel, that took us on an adventure of a lifetime…

Opportunities are out there…
When my fellow students found out I was going to Antarctica, most of them kept asking, “How come?!” None of them had ever heard about a possibility like that, even though the Polar Biology module was clearly presented in the biology handbook and put on the list of option modules for Sustainable Development. However, from my observations, students rarely have time or desire to read through all the handbooks, leaflets and sub-websites. If I could give one piece of advice to my younger colleagues from the University of St Andrews, it would be to really devote time to researching opportunities regularly. Especially the ones on the University website. It is always worth it to get in touch with lecturers to ask questions, propose your ideas, and show your interest and passion. Following such strategy, I was not only able to get a couple of research assistant jobs and discover different scholarships and trips, but I also managed to get to know the lecturers and build a relationship with them. Opportunities are out there, waiting for you to make use of them!

About the module and the fieldtrip…
Once admitted to the module, we attended preparatory classes throughout the semester, which consisted of lectures on the biodiversity, oceanography and climate of the Antarctic Peninsula, as well as a detailed explanation of the vessel’s procedures, terminology and equipment. We also visited RRS Discovery (British Nation-
The couple of days prior to embarking on Plancius were filled with stunning views of the Tierra del Fuego National Park and an unexpected opportunity to necropsy what was identified as a beaked whale in the Estancia Haberton reserve.

Filled with theoretical knowledge and first impressions, we looked forward to the awaiting adventures over the next nine days aboard the ship. Before observing the first icebergs, we sailed for two days through one of the stormiest spots in the ocean – Drake’s Passage. This time Drake was quite kind, but on our way back, a recorded 10 on the Beaufort Scale made over half of our group sick.

Our main task was the observation and identification of animals. Each day assigned groups, freezing on the bridge, bravely recognized species and collected data that were analyzed upon our return. Most of the group were enrolled in Marine Mammals Biology making mammals the central focus of the trip, however, we also used specific devices like CTD and Secci Disc, to collect information about water properties. Due to the expertise of the second supervisor Professor Will Cresswell, we also devoted a lot of time to bird watching while crossing the Drake’s Passage, and spotting fascinating species, such as the Wandering Albatross, in their natural habitat. Coming ashore allowed us to have a closer look at penguins and seals, hike in snowshoes, or listen to the silence and enjoy this secluded place, whereas numerous zodiac cruises permitted us to collect data from specific locations or watch wildlife. We also had the opportunity to overcome our weaknesses and plunge into the freezing waters of the Southern Ocean.

Being able to apply previously gained knowledge in real life was a truly enriching experience. In my opinion, this module is ideal for people who are considering working in a research team, who are keen to do fieldwork, and are interested in marine biology or climate change in the polar regions.

A few reflections after the trip…

Before the trip, I knew it would be an adventure of a lifetime, but I would have never expected it to affect my personality and emotions as much as it did. The expedition took place during the Spring break of my last year. With Master’s applications, dissertation and upcoming exams on my mind, I escaped literally to the end of the world… and it was the best decision I could have made.

Being completely offline brought harmony and relaxation back to my life. I have finally realized that in the age of the internet and mobile phones, we never rest. Our minds are constantly stimulated by multiple information and events, often unworthy of our attention. We are occupied by this online world to the extent that we do not notice our own feelings, sensations or emotions anymore. I will never forget the moments of evening reflection, when snow was falling outside the window, when I endlessly stared at the waves with a cup of hot chocolate in my hands. Such “here and now” moments enhanced my consciousness, re-
kindled my ability to feel and revived all my senses.

It’s truly touching that there still exists a place so pristine, so untouched by humans. Where time does not pass, where the only sounds are nature... Antarctica teaches humility, shows us how small we are. It is the only place on the planet where human beings are still guests, where we must submit to Mother Nature. Currently, according to the Antarctic Treaty from 1959, it is a place for “peace and science”. I need to emphasize how important it is that it remains so, even in the era of constant disputes over political influence and the pursuit of economic growth.

I have to admit that overall, the expedition was a difficult experience. Especially mentally. Imagine being locked on a ship, at the end of the world, relying on people you don’t know well, exposed to unexciting weather conditions, all from which you cannot escape; it’s tough. There is no better way to get to know yourself and overcome your weaknesses and barriers, to develop your knowledge, courage, endurance and mental strength simultaneously. These are the true values that I gained from this trip. Pictures of penguins and breathtaking views were just a nice addition.

After returning, I quickly learned to appreciate the surrounding world more, to be more aware and present, to enjoy the moments. I only managed to be fully grateful, when I exposed myself to such a challenging trip. I came back calmer and stronger.

Antarctica is a very unique place. The journey there takes so long, almost as though it were on another planet. And upon return, you are left with a weird sense of fiction; as if it never happened. Although I only have blurred memories left in my mind of the picturesque landscapes, the conclusions I reached will stay with me forever; they changed my perspective and approach in numerous domains of life.
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